Azxioms is a work that explores the true nature of human knowledge,
in particular the fundamental nature of deductive and inductive rea-
soning. It begins by embracing Hume’s Skepticism and Descartes’
one “certain” thing, and then looking for a way out of the solipsistic
hell this leaves one in in terms of “certain” knowledge. Indeed, to
the extent that philosophy in the past has sought to provide certain
answers to virtually any question at all, philosophy itself proves to
be bullshit — all philosophical arguments ultimately come back to at
least one unprovable premise, usually unstated, and can be refuted
by simply asserting “I don’t agree with your premises.”

The way out is to give up the idea of certain knowledge. All non-
immediate knowledge of the world is based on these premises, which
are unprovable assumptions, or axioms. To understand the world
around us, we have to begin by making all sorts of assumptions —
such as the assumption that there is a real world out there to be un-
derstood in the first place, and that the rules that govern it are struc-
tured and understandable. The rules of thought, logic, and mathe-
matics that we use to structure this understanding are themselves
only methodologies for deriving contingent truth based on unprov-
able axioms, and changing the axioms underlying any mathematical
or logical argument often changes the equally valid conclusions.
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Preface

The work in your hands is, I would like to emphasize, not a scholarly work.
I’'m sloppy about references, for example — sometimes they are there, sometimes
they aren’t. Often they will be in the form of a “wikinote” like this oneEI . For
example, when I misquote (say) The Hitchhiker’s Guide to the Galazy, I assume
that we share some cultural context there and that you’ll recognize that “42”
is the answer to it all, the reason for Existence itself (and know where it comes
from). And hopefully laugh. Putting a wikinote on things like this is a form of
hedging my bets, so to speak.

It is intended to be:

e Fun to read. Maybe even funny in parts (unusual for philosophical works
unless they are written by Terry Pratchettﬁ ).

e Educational. Not quite textbook quality educational, maybe, but there’s
a lot of historical stuff and many True Facts inside. Some of which might
even be true (but don’t count on it).

Wikipedia: hhttp://www.wikipedia.org/wiki/Wikipedia.| This is a Wikipedia reference. In
an online or active version of this book, this footnote becomes a working “hot link” to a useful
Wikipedia article. For people reading a paper copy, I can only hope that either you are already
amazingly literate, well read, and know offhand all about that of which I speak, or that you
read this book somewhere near a web browser.

By the way, it should become clear from my frequent use of this as a Universal Resource that
in my opinion Wikipedia is well on its way toward becoming the crowning achievement of human
civilization — literally an online, free repository for all non-encumbered human knowledge, such
as it is.

2Wikipedia: |http://www.wikipedia.org/wiki/42.| See? All human knowledge. Try looking
up “42” on Encyclopedia Brittanica and it will laugh at you and return all sorts of irrelevant
facts from World War II.

3Wikipedia: http://www.wikipedia.org /wiki/Discworld.| Author of the Discworld novels and
a perfect master of all that is in this work and then some. In fact, Terry Pratchett could be the
world’s greatest living philosopher. Scary, that.


http://www.wikipedia.org/wiki/Wikipedia
http://www.wikipedia.org/wiki/42
http://www.wikipedia.org/wiki/Discworld
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e Shocking and Scandalous. Well, not really. I hardly ever refer to sex outside
of memetic intercourse and occasional references to Frodo Baggins’ sexual
history (or lack thereof). Nevertheless, if you are a True Believer in almost
anything you’ll probably be both shocked and scandalized when I argue,
hopefully persuasively, that True Belief (as opposed to contingent belief)
is in fact rather silly.

Mind you, there are occasional pockets of math and logic to wade through
in the text below, and it is more than a bit hard on proselytic religions of the
highly organized and militant sort that seem to be a source of violent misery in
much of the world today. In case you have any personal doubts about whether
or not you can manage the math, let me summarize the entire book right here,
right now. If you can understand the following, you can cope with the set theory
and probability theory or even skip it and it won’t matter. If you agree with the
following, you can probably even skip buying the book!

But please don’t! If you do, I don’t make any money, and my goal in writing
it is to save the world and bring about an age of world peace and understanding,
and incidental to this, to make money.

Anyway, here it is, the fundamental truth about what any conscious mind
knows of the Universe and everything in it:

e Everything that we “know” of the world in which we live outside of our
immediate, real-time experience of our own sensory inputs is known by
inference. Inference is basically seeing “something” happen in a certain
pattern or association and thereby arriving at a strong belief that it will
happen again in that pattern or association. Inference requires some sort
of memory, or at least a list (set) of “things” to be organized by means of
inference.

e Inference is not a logically sound basis for absolute knowledge. In order
to arrive at any conclusion on the basis of inference, we require a dazzling
array of azxioms (unprovable assumptions) to establish a rigorous (or non-
rigorous) basis for inference. This is true even for mathematics, where
the dependence of conclusions on axiomatic premises is obvious from the
beginning.

e All non-immediate knowledge is therefore contingent knowledge and cannot
be proven to be absolutely or undoubtedly or unconditionally true. The
sensory stream you are experiencing at this very instant is empirically real
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and undoubtable — it is what it is — but your memories of previous expe-
riences of any sort are doubtable, and your organized perceptions of the
past or expectations of the future are all based on inferential processes and
hence might be true, or accurate, or correct, but are not provably any of
these things.

From which we can draw the following two very important conclusions:

e All “knowledge” beyond our immediate sensory experience is based on
faith, as the word faith describes a belief in something that cannot be
logically substantiated. The innermost core of reason is unreasonable. It
is therefore silly for “scientists” of any sort to deride faith as a basis for
knowledge — it is the basis of their own system of knowledge as much as it is
that of any religious fundamentalist. One cannot even argue about which
axiomatic system is the “best” one to believe in without meta-axioms to
help you value-order axiomatic systems!

e The fundamental freedom of humankind is the freedom to choose one’s
personal axioms — the freedom to choose what they believe as the core of
their personal faith to establish a basis of inferential knowledge, a value
system, and a religious view. This freedom must be tempered by humility:
since we know that our beliefs are unprovable, we must respect the right
of others to have different ones and must strive to build a society upon a
minimal set of consensual beliefs that “work” without expecting them to
be absolutely right or absolutely wrong.

e Philosophy is Bullshit! Philosophy is the study or love of knowledge or
wisdom. Well, we just concluded that true inferential knowledge is impos-
sible, leaving us with contingent knowledge based on assumptions that it
is literally impossible to sanely argue about — they are assumptions! It is
nevertheless important bullshit. If we can agree on a practical set of axioms
upon which to base a practical society, freely acknowledging that they are
not absolute truth but instead are contingent truth, plausible assertions,
reasonable assumptions that in the end work out pretty well (and agree to
be tolerant of each other where our personal axioms don’t agree instead of
strapping on bombs and heading for the nearest crowded street) we might
just be able to bring about a golden age.

Ultimately, this is a book about freedom, the pure intellectual freedom to
choose what you want to believe. This is the real deal: If you choose to believe
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as a matter of personal faith that the world is 6011 years old and was created
in seven days as a primary axiom and thereby reject the standard for contingent
inferential truth that this work will advance as a really good idea (and that leads
one inevitably to very different conclusions) well, no one can tell you that you're
wrong, only that your system of reasoning is massively inconsistent without a
few million axiomatic band-aids. If you're good with that, well, it is your choice
(at least, in a society that practices religious freedom).

However, you in turn must recognize that your belief is literally insane to
someone that has as fundamental axioms the ones that support science and
contingent inferential knowledge based on observation, someone that has any
sort of “minimalist” axiom (such as Occam’s Razor) for logical consistency that
rejects what I will call “fairy hypotheses” below. You are free to believe whatever
you want, but you are not free to force your beliefs down the throats of others
(not even your own family) or to insist that your beliefs should be adopted by
society as a whole when they manifestly don’t “work” (are inconsistent without
the aforementioned infinity of band-aids).

Personal intellectual freedom to this extent is scary; to get you to where
you are more or less forced to acknowledge the truth of it I'm going to perform
memetic surgery without any anesthetic but a bit of laughter and a sense of open
minded wonder, and blast away without mercy at scripture-based religions, most
political systems, and a substantial chunk of the philosophical traditions of both
Fast and West. Using nuclear weapons and asteroids falling from space, by the
way, to utterly obliterate them beyond any hope of resurrection, whereever they

assert that they are true (as opposed to plausible, or implausible as the case may
be).

Living without these socio-memetic crutches will be scary, at first, until you
realize that you can still believe in things, as long as you understand that you
are believing in them, that underlying every instant of your awareness is an act
of faith and a miracle, that you have no right to expect others to believe as
you believe. East can actually meet West as you recenter your self to a state
of perfect knowledge of the moment, the state that Zen generally refers to as
“Enlightenment”E and then playfully and with compassion choose what to
believe on top of that.

4Wikipedia: http://www.wikipedia.org/wiki/Satori.| Or “satori” — where in proper Zen Bud-
dhism satori is a word that perhaps better translates as “transient epiphany”, an experience
of deep understanding that may well last but a moment before life reaches out and drags you
away to deal with kids and TV remotes. We’ll shoot for something that lasts a bit longer, but
be satisfied with what we can get.


http://www.wikipedia.org/wiki/Satori
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True Zenﬁ , of course, holds that Enlightenment is an experience that cannot
be conveyed with words, and then of course uses all sorts of words in the form of
“Zen stories” and detailed instructions on how to meditate just right to attempt
to convey it with words, which is actually kind of funny all by itself. For exam-
ple (to convey it in words) the general idea is that if you can ever completely
stop your mind’s unstoppable verbal activity while remaining completely aware,
Enlightenment can happen as an experience, but one that hence by its nature
cannot be conveyed in words.

If you find this confusing, don’t worry. Many Zen stories read like a shootout
in the Wild Wild West — this or that would-be Zen pretender goes head to head
with a leather-slapping top-gun Zen Master and tries to prove how Enlightened
he is by not proving it in the most elegant possible way. Of course that usually
means that he is trying to prove it, as the real Zen master artfully refrains from
pointing out even more eloquently while whacking the offender on the head with a
handy blunt instrument (a “Zen blow”). The loser generally becomes the devoted
student of the winner in hopes of eventually achieving real enlightenment and
maybe one day getting to whack students of his own. Heady stuff, and great fun,
actuallyl].

Alas, I personally disagree with the basic premise and think that words are
essential to the process of Enlightenment. There is empirical evidence that wolf-
children raised without language cannot achieve Enlightenmentll. As a work
dedicated to the basic metaphysic of existential reality, this book attempts to
guide you directly to a state of Western-style Enlightenment using the incredible
power of language (and a certain amount of axiomatic set theory) to convey just
the right degree of self-contradictory confusion while telling you with incredible
clarity just what you do not know. Which is almost everything, in a sense that
is made axiomatically precise, actually.

In deference to the East, it does include a minimal number of obligatory

SWikipedia: http://www.wikipedia.org/wiki/Zen. This is one place to learn a bit about Zen,
if you like. Alan Watt’s lovely book The Way of Zen is another.

Please understand, however, that however much we will talk about some of the “philosophy”
underlying Zen practice, this is not a work on True Zen. Or even Fake Zen. It is a work on
philosophical existential metaphysics, the fundamental basis of knowledge itself. Pretty serious
satori, as far as that goes.

SEspecially the student whacking part, which, as a professional educator with students who
often blow off doing the massive amounts of homework I assign, I cannot help but admire.

"Or even understand that they should #ry. Or not try, since another precept is that if you
try you won’t succeed — Buddha succeeded only after he stopped trying. The key thing is to not
try just right after spending years of your life trying to not do the things that I cannot tell you
don’t work. Or is that one too many negatives? Damn...


http://www.wikipedia.org/wiki/Zen
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haiku-style koans and funny (Zen) stories, sometimes accompanied by that odd
whack on the head. To ensure that these guaranteed-politically-correct whacks
are really odd (and are equally guaranteed not to cause any lasting injury and
hence provoke lawsuits), they are performed not with my knuckles or a hard
and unforgiving blunt instrument as they might be in a Zen monastery but are
self-administered with a banana.

You do have to provide your own banana.
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Introduction

T 'his book is all about what we “know” and how we know it. There are two
distinct qualities of “knowledge” — that which is known from direct experience,
which in its purest form can be reduced to that which we are experiencing, in
the present tense, only, by means of our senses. Then there is everything else:
that which is inferred on the basis of what is remembered, that which we are
“thinking”. Note well that this knowledge is also a form of experiencing, but is
nevertheless distinguished, in our sensory experience, from direct sensory experi-
ence. Provided, that is, that we haven’t ingested large quantities of hallucinogens
or aren’t mentally ill, either of which does tend to blur the line a bit.

The first kind of knowledge is extremely limited but very “intense”. It is
confined to a narrow band of real-time sensory data including your visual input
(currently the lines on this page), perhaps some sounds in the background (your
children fighting over who gets the TV controller while you “relax” with a book on
axiomatic existential metaphysics), the sensations from nerves in your skin (the
touch of your clothing, the floor, a chair, the breezes on your cheek) and elsewhere
(the pangs of hunger, the tingle that reminds you that you will soon need to pee),
tastes in your mouth (perhaps stale coffee mixed with mint toothpaste if it is the
morning, perhaps a swig of beer if this is the evening), and various smells (the
not-unpleasant scent of your own sweat, a hint of mildew, some flowers).

Actually, there is quite a lot of information coming in through your senses in a
steady stream, and it is hard-wired into your brain in such a way that information
arriving from there can co-opt your entire “self” in an instant, for example when
you get whacked on the head by a flying TV controller and experience pain.
Just sitting in a state of awareness of sensory input only is a Zen exercise for
quieting the “mind”, whatever that might be. The fact that it is a Zen exercis£
suggests that almost always you exist in a state where that direct sensory stream

8And not a terribly easy one at that, at least if you try to maintain this state of outer
awareness for more than a few seconds at a time.
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is at least partially tuned out in favor of a different aspect of your experience of

awareness.

This aspect is related to “thought” in its most general and embracing defini-
tion. It includes memory, imagination, processing of symbolic information, the
process that leads to deliberate action (as opposed to the kind of reflex action
that jerks your hand back from a searingly hot stove, something that may not
even make it up to your brain before it occurs). Among other things, it is the
kind of “experience” that you are undergoing as you read these words.

Note well how readily something as ephemeral as the direct visual sensory
impression of a string of tiny black marks on a white page that bear no resem-
blance to anything you actually experience in your sensory stream create echos
of sensory experiences as you read them. If you are a good reader, reading about
the sensual delight of smooth, creamy chocolate ice cream being sucked off of a
spoon to slide slowly down your throat in a midnight foray to the kitchen creates
within you an indirect sensory experience, not exactly memories but neither pure
fantasies, that are more real to you for the moment (in the sense that they were
the focus of your “experiencing” self) than your direct sensory experience. The
latter was doubtless fairly mundane and uninteresting — at least compared to the
experience of eating ice creamﬁ — unless of course you got hit on the head by a
flying TV controller thrown by an unruly child while you were reading.

This second kind of experience is far more mathematically complex than the
first. It is intrinsically self-referential, for example: while reading this sentence
about what you are thinking while reading this sentence, you are inevitably
thinking about what you are thinking about as you read the words that describe
the prOCGSSE. Experience of this sort includes many distinct kinds of things
that are not a part of your immediate sensory stream. Some of these appear to
be echoes of that sensory stream from the past — memories — as you bring to
mind that the last time your kids were fighting in this particular way a trip to
the emergency room ensued where the youngest one got stitches. Some appear
to be things that have never been a part of your sensory stream but strongly
resemble it nonetheless as possible “future memories” — perhaps you imagine
going again to the emergency room in a few minutes when one of your children’s

90K, fine. Put down the book and get yourself a bowl of ice cream and then come back.
After all, your brain consumes 1/3 of your total calorie input every day, and you’re about to
use yours a lot so a little extra sugar, chocolate, and fat can’t hurt.

10Sorry, but there will be a rather lot of this sort of thing in this book. Can’t be helped. This
book is about what you know, and cannot be read without thinking about what you are thinking
about. Computers (as purely logical entities) tend to get trapped instantly into infinite loops
by this sort of recursion; humans don’t. Something to think about...
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heads encounters the sharp corner of the coffee table as happened in the past,
or you imagine even more creatively that it might occur in the next few minutes
even though it never has before, unless... (the possibilities continue, endless and
ever-changing as “imagination” probes a rich space of possibilities indeed).

A large part of this “self-awareness” that ultimately directs most of your
voluntary actions is a very complex process that occurs where memories of the
past and imaginings of the future meet in the now in parallel with your actual
sensory stream, mixing with it in subtle ways. It constantly compares alternatives
— between the now of our actual experience and the memory of our experience
a short time before, between the now of our experience and our imagination
of many possible future conditional experiences and makes a steady stream of
choices that direct your action.

Note that in order to compare alternatives one requires a means of ordinal
sorting — a system of valuation where you compare the wvolitional cost of acting
in any given way (including doing nothing) against the projected probability-
weighted outcomes of those action choices. That is, you have to at some point
decide that a state of TV-controllerless peace and quiet, unaccompanied by any
reasonable chance of trips to the ER and blood on your carpet, is worth the
effort required to “redirect” your children’s energies as forcefully as necessary.
Emotions (as a very fundamental part of that ordinal sorting mechanism) and
value systems (at a higher level) thus play a crucial role in directing self-aware

actions.

A large part of Zen practice is to train your mind to focus your attention
(whatever that might be) strictly on the stream of sensory experiential knowledge
and to quiet the internal voice and evaluation process associated with the second
kind of sensory experience, which invariably involves memories both past and
future/conditional and the emotional weightings that sort those experiences out
according to some scale. Note that this does not reduce your level of awareness, it
only seeks to eliminate the essentially self-generated (and hence self-referential)
part of it that is not actually instantaneously present in your sensory stream.
In order to make this possible, a great many of the “rules” of sitting zazen
(meditating) focus on eliminating the need to act as self, since action inevitably
requires the constant comparison of possible futures against the memories (true

Such as getting up and swatting your children on the bottom — with a banana — and
removing the TV controller from their greedy little hands so you can actually concentrate on
reading this book and avoid all possibility of emergency room trips and stitches. There. Isn’t
that better? Nothing like a Zen “clearing blow” to guide young and chaotic minds... and help
them learn to act in ways that don’t have a significant risk of injury.
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and false) of our past where it merges with the ongoing sensory experience of the
now, muddying and fragmenting the latter.

A large part of human practice, however, is to be able to function while em-
bedded in the middle of the constant whirl of life. A state of perfect experiential
wordless, unstructured clarity is a wonderful thing to be able to achieve, but then
you get hungry, you have to pee, one of your children comes in bleeding profusely
from a coffee-table induced scalp wound, and the phone rings. It is meet and
ﬁttin that we do not sit passive through all of these things, to starve, to void
our bladder on the living room sofa, to let our child bleed to death while his or
her sibling, holding the all-precious TV controller, watches soft core pornogra-
phy on the Playboy channe 14, Yet it is very difficult to act volitionally without
embracing a huge amount of structure that is anything but clear. This is the
basic paradox of human existence (and, of course, of Zen).

Our human lives are “bound to the wheel” in a way that can only — perhaps
— be severed by dying or being in a coma on an IV drip and a catheter. We
cannot sit passive within the stream of information provided by our senses; we
must participate (or die, or be cared for as a “broken” human being). Note
that Zen practice also acknowledges this in many ways — “Before enlightenment
chop wood and carry water. After enlightenment, chop wood and carry Water”
. Enlightenment is “nothing special” — it is really just the ongoing process of
smoothly integrating those two distinct components of our experiential stream of
awareness into a single state of ongoing clarity that is still capable of functioning
at that point where past memory meets future imagination in the presence of
and as a part of the experience of the now. To get there one must — one way
or another — untangle that knotted skein of assumptions and beliefs that form
the structure underlying your volitional acts, smooth it out, and rejoin it to the

12 At least it is meet and fitting according to an axiom-based, unprovable, value system that
we have yet to overtly select or describe. You may disagree. Your brain may also be (mis)wired
in such a way that it doesn’t do terribly well on the ordinal sorting and emotional thing so that
for you there isn’t much difference between being hungry or full, having healthy safe children
or children dripping with their own blood. If so, evolution will eventually sort this sort of thing
out...

130r even hard core. I actually couldn’t tell you what kind of pornography is on the Playboy
channel because naturally I've never visited it. Maybe it just shows tastefully done short videos
involving puppies and butterflies and fully clothed Amish farmers.

“Wikipedia: |http://www.wikipedia.org/wiki/Koan.| This link (at the bottom) has a whole
lot of links to online Koans, or “Zen Puzzles”. Most of them are really pretty silly, but there
they are. The “best” collection of Koans and commentary that I've thus far found is “Zen
Flesh, Zen Bone”, a collection of four primary Zen and Pre-Zen collections with commentary,
by Paul Reps and Nyogen Senzaki.

15Yes, this too is a quote from an ancient Zen Master.
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process of experiencing the now. Easily said, not so easily done.

I will assert that the state of clear focus, fully aware of one’s sensory stream
yet able to act without departing from it, is a good state to be in without making
any attempt to “prove” the assertion (or even to define what a “good state” might
be). Obviously, an external symbolic proof or demonstration of such an ill-defined
statement is impossible — hence the notion that Enlightenment cannot be spoken.
However, the experience of the truth of this statement is nearly universal, so if
you are older than perhaps five or six years of age and not actually mentally
handicapped, you almost certainly know that it is true even if you have never
before articulated it and cannot explain exactly how you know that it is true.
It is the state of being happy, being content, being in tune with the complete
process of being, itself. Nearly everybody is in this state at least some of the
time, nobody (not even the most “perfect” of perfect masters) is in it all of the
time because even the Buddha sometimes gets hit on the head by a falling fruit@.

The degree of success an individual enjoys at being “happy”, however, is
strongly tied to the structure of the nubbin of awareness that one calls “self”,
that which sits passively at the heart of it all while acting. In order to function,
to participate, to direct our actions as they appear to be fed back through our
sensory stream, we need two distinct things:

e A set of beliefs (called axioms) that help us organize all of our sensory
inputs (even complex external ones like words in a language and complex
internal fed-back ones such as memories and our imagination) into an or-
dered hierarchy of sets and relationships that we identify with an “external
reality”; and

e A set of logical rules for reasoning about those sets and relationships on
the basis of our beliefs.

There also is, as noted above, an emotional component to our awareness and
decision making that can be thought of as being pre-verbal or non-verbal axioms
— a brain system that strongly influences our hierarchical organization of events,
memories, future projections, and action choices by assigning them values. These
“intrinsic” axioms are very difficult to volitionally alter as they often arise out of
pure biology or our very early social conditioning to the extent that we do not
even realize that can be changed and are not necessarily absolute truth.

Together, beliefs (conscious or unconscious) and reason form the basis for
our personal philosophy — the personal operating system we use to translate our

16See: [http://www.phy.duke.edu/~rgh/Poetry/hot_tea/hot_tea/node9.html.


http://www.phy.duke.edu/~rgb/Poetry/hot_tea/hot_tea/node9.html
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sensory input into actions. This book is all about philosophy, and hence spends
a lot of time closely examining beliefs and logic and how they work together
(sometimes badly, sometimes well) as the center of our selves. We cannot act
without them, and yet most people spend most of their lives as unaware of them
as they are constantly unaware of the totality of their sensory streams.

Of course, one of the primary truths explained in great detail within this
book is that philosophy is bullshit — in the specific sense that all philosophies
are systems of beliefs and hence subject to doubt, a doubt that can even (with
suitable axioms) be quantified in the case of science or parts of mathematics.
The basis for all “rational” action is itself fundamentally irrational, and often is
confused and self-contradictory as well.

Bullshit or not, though, philosophy is important, important for entirely prac-
tical reasons. Indeed, most of the failures of the human race can in some sense
be traced to “bad philosophy” and most of the successes can be traced to “good
philosophy”. The history of the human race over the last three or four (or thirty
or forty) thousand years is largely one of the co-evolution of successful philoso-
phy and the human species itself. Even though a philosophy, like a computer’s
operating system, is at heart an artificial construct and at best is likely to have a
few bugs (sometimes fatal ones), humans, like computers, simply won’t function
without one and even come “pre-programmed” with enough of one to “boot up”
the res.

The book is organized into three distinct parts. The first addresses Logic (in
philosophy and mathematics and computer science) as a formal system — where
philosophy and logic come from historically, a bit of set theory, a bit of logic, some
nifty stuff worked out over the last 100 years or so by mathematicians, logicians,
and philosophers working together. If things go as planned, you’ll finish reading
this part metaphorically dangling by your feet over the Pit of Existential Despair.
Everything you thought you “knew” should suddenly seem doubtful. In fact, you
should come to the shuddersome realization that you know pretty much nothing,
whatever you have chosen to believe in the past.

The second addresses Philosophy per se — in particular many of the philoso-
phies of the past — the famous (or infamous) conclusions, often based on “Pure
Reason”, of many of the world’s greatest thinkers and how (at the very least)
the notion that you can prove anything about the external world by Pure Rea-

"For a variety of excellent reasons that I'll go into later, computer metaphors abound in this
work. If this is a problem for you, well, it’s too late to take the book back. You paid for it and
have read this far. Might as well finish it anyway. Right?
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son is just plain wrong. This is by no means an original conclusion, but it is
a conclusion that nearly every philosopher (or religious figure, or politician, or
spouse) chooses to forget the first time they have some really clever “logical”
argument that leads to a conclusion that they (usually for reasons that are more
correctly linked to the biochemistry of the brain than to logic) wish to advance.
The proposition that Philosophy is Bullshit will be self-consistently developed as
something that is unprovable but true anyway. It will also be shown quite explic-
itly that both “science” and “religion” are bullshit — that both of them require
certain beliefs in the invisible and unprovable. Perhaps even, at heart, some of
the same beliefs. Both are fundamentally matters of faith, for all that science
is developed with a greater degree of self-consistent mathematical rigor from its
axioms.

The third focuses on Axioms themselves — first on “meta-axioms” that are
(if you like) axioms about axioms, axioms about axiomatic systems of reason
themselves as abstract (e.g. mathematical or logical) entities, axioms about how
we as individual humans might best choose the particular axiomatic system that
we use to interpret and interact with the sensory stream that our “selves” call
“the Universe” so that it makes sense and works for us. In the process we will
discover that the true meaning of free will is the freedom to choose our axiom
This part of the book will end with a kind of “axiom bazaar”, where you
can (possibly for the first time ever) actually look at the axioms associated with
specific religions, political and ethical philosophies, and science side by side and
(with a suitable meta-axiomatic basis) compare them.

Finally, in the conclusion we will talk a bit about “the point of it all”. Why it
is important for you, as an individual, to deliberately choose your axioms instead
of merely accept the ones your biology, your parents, your religion, and your
society force-fed you as you were being “booted up”. Why it is important to
maintain an open mind, one that doubts its own beliefs and adheres to them only
as long as they work for us and are not too inconsistent. Why it is very important
to tolerate the choices of others where they differ from your own at least where
their choices do not directly affect you and yours. Why it is critically important
for the human species on a global basis to work thoughtfully towards an axiom

18Wikipedia: http://www.wikipedia.org/wiki/Free will and determinism. Of course, because
this is itself an axiom and therefore a free choice you can always choose to believe that you are
forced by biology, physics, or invisible fairies to believe that your choice of beliefs is determined
and not free.

It’s entirely up to you.

190r perhaps, if you prefer, “axiom bizarre”, because there is something strange and wonderful
about choosing what we believe.
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set with sufficient commonality that we can live together fruitfully in a global
society with a minimum of conflict even as it tolerates diversity.

In order to choose a sane and fruitful future path for Humanity on this planet
we must come to fully, deeply understand the true nature of knowledge (self and
otherwise) and freedom. With knowledge we can see where we are, where we
have been, and (to some extent) where we will go if we make various choices.
With freedom we can make those choices deliberately both for ourselves and for
our collective society instead of having an insane path forced down our throats
at the end of a gun.

Together, knowledge and freedom (seasoned with a bit of “common sense”)
equal wisdomtd. To become wise, as a society and as individuals within that
society we must begin by being rebels, by challenging nearly all of the “knowl-
edge” that has been passed down as absolute and unquestionable truth from our
so-often-mistaken ancestors.

So let’s get started...

20Yes this is all a bit sentimental, and some of you are probably making gagging motions as
you read this. Don’t worry though — later I put down very precisely what I consider wisdom to
be, quoting an actual luminary or two. At that point you’re supposed to smack yourself in the
forehead and go ‘So that’s what he meant by knowledge and freedom, yeah.” Probably won’t
happen, but hey, I try.
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Chapter 1

Wanted: Answers to some Big
Questions

1.1 Primate Philosophy

Humankind has, from the earliest glimmerings of sentience on, endeavored to
answer certain questions. What time is dinner? What’s for dinner? Who caught
dinner? Now that dinner’s over, who wants to have sex?

These questions are all survival oriented, and are driven by brain structures
that are common to nearly all air-breathing vertebrates. Deep within our lovely
primate brains, instead of an “inner child” beloved by fiction and movies we
have an inner reptile, and all sorts of very basic survival “instincts” (and a lot
of higher order behavior that revolves around them) ultimately originates in our
reptile bmz’rﬂﬁ .

These were not the only questions being driven by inheritedﬁ brain struc-

LGIYF: reptile brain cortex |In all GIYF links, you’ll have to look for some likely links (ones
that aren’t obviously fiction or sexual solicitations) and click-n-read.

2Wikipedia: [http://www.wikipedia.org/wiki/Brain. In this specific case, between Google
and Wikipedia you should learn that your reptile brain is one of the oldest (in evolutionary
terms) parts of your brain, the part that controls your physical anatomy and very basic survival
functions like eating, sleeping, fear of death, aggression, and sex. Your reptile brain is where
a lot of your basic cold animal hungers reside — the ones you share with snakes and lizards.
It is very, very selfish. Your limbic (emotional and judgement brain) and neocortex (language
and logic and higher abstact thought) are layered on top of the reptile brain quite literally like
layers of icing on a jello cake.

3Wikipedia: http://www.wikipedia.org/wiki/Phylogenetics.| I'm linking this article early be-
cause we will frequently have good reason to talk about phylogenetics, especially the notion that
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http://www.wikipedia.org/wiki/Brain
http://www.wikipedia.org/wiki/Phylogenetics
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ture, of course. Early primates were first and foremost mammals, and mammals
had long since developed a cortea@ . This is a part of the brain that tends to
control a variety of emotional and social activities such as the nurturing impulse
towards children, instincts to form social groupings for mutual advantage, and
the beginnings of higher brain function. Proto-humans were equally concerned
with their “tribes” and achieving reproductive dominance therein, social groom-
ing, fighting with neighboring tribes over territory and food supplies, and group
foodgathering activities, all of which were basically more advanced versions of
activities observed in a variety of reasonably advanced mammals in addition to
primates.

Once the inner reptile was being satisfied on a moderately regular basis for
at least a fraction of the proto-human population, once they were firmly estab-
lished in a successful tribe/family group and had reproductive and social status,
we can imagine that in that warm lull that follows a full belly, satisfying sex, and
a round of playing with the children, proto-human minds used some newly devel-
oping layers and sections of the of primate cerebrumﬁ (neocortical regions that
dramatically increased their ability to process information, solve problems, invent
and manipulate tools, and communicate abstractly within their tribal cultures)
to consider less evolutionarily important, but nevertheless intriguing, issues.

I wonder what those little bitty lights up there in the night sky really are?
I wonder what would happen if I sharpened the end of this stick and poked it
into a mastodon? I wonder how the fire comes out of chunks of cold rock struck
together without consuming them but consumes wood to ash? I wonder how I’ll

ontogeny recapitulates phylogeny. This nifty-sounding sound bite basically refers to the obser-
vation that for the most part, the development of individual organisms from a single (fertilized
egg) cell to the finished product recapitulates the stages the same organism went through in
the process of evolving. This makes sense — the theoretical mechanism of evolution enables a
species to add something that enhances survival, but there is no real mechanism for it to take
something away unless it actively and negatively affects survival. This is directly visible in our
DNA, which contains many inactive segments that are basically “fossils” that once, perhaps,
performed important functions.

4GIYF: imammal brain corfex | Also check out the previous Wikipedia article on the brain.
Basically mammal cortex is the next set of cortical layers out from reptile cortex — the neocortex.
Note that describing cortical layers and brain structures as “mammal” or “reptile” is a somewhat
simplistic view of brain evolution and function, especially in humans, but is nevertheless a useful
one for my purpose here.

SWikipedia: http://www.wikipedia.org/wiki/Telencephalon.| The cerebrum is more properly
called the Telencephalon, and contains the various cortical layers and regions. As one ascends
the phylogenetic/evolutionary scale from reptiles to humans, the most striking change is the
systematic addition of layers of cortex-based processing systems with neuronal connections to
and from the phylogenetically older structures within.


http://www.google.com/search?hl=en&lr=&q=mammal brain cortex&btnG=Search
http://www.wikipedia.org/wiki/Telencephalon

1.1. PRIMATE PHILOSOPHY 15

get dinner tomorrow — could the stick help? I wonder if instead I'll turn out to
be dinner for something else — could the stick help here as well? T wonder what
happens to my awareness, the lights, the fire, the stick, if I turn into dinner for
a sabertooth?

With these questions, humanity really began. That which differentiates hu-
mans from chimpanzees or gorillas (as much as anything else) is having the brain
structures and ability to self-program those brains to reason symbolically, to
imagine and communicate, to indulge in philosophy. Early humans were able, for
example, to imagine their own deaths, to teach their offspring things that were
far more complex than the relatively simple behaviors that were directly encoded
into their brain at the hardware level. Humans became humans when they could
self-program and pass on successful programs to their children, in a manner
of speaking, much faster than was possible by waiting for genetic evolution to
manage it.

What were these early “programs”? What mechanism produced them? I
would argue that the programs in question are composed of memefﬁ , the macro-
scale informational equivalent of genes, and that the process that developed them
was a genetic optimization algorith applied by nature simultaneously to both
the genetic and memetic inheritance of proto-humans. This isn’t really a going to
be a focus of the current work, but I do think that this gives one valuable insights
into much of what follows because (as we will see) many memes are also azioms
and structure the way we think, especially think “higher thoughts” in philosophy,
religion, politics, science and mathematics. Later we’ll discuss memes in a bit
more detail, but for now let us hold onto the thread of our story.

The early philosophers who asked these early questions also embarked on a
long, error-fraught process of answering them. Some questions had answers that
conferred a significant advantage on an individual or a social group that possessed
them. It turns out, for example, that sharpened sticks are useful for killing all
sorts of prey animals more efficiently than unsharpened ones, that fire can be
controlled and used for defense, for offense, and to prepare food in healthier ways,
and that a language was very, very useful for perpetuating the ever-increasing
number of memetic discoveries produced by these early Einsteins. Given a strong
survival advantage associated with the use of language, intelligence, and memetic
inheritance, the brain structure that supported all of this rapidly co-evolved in
these early primates.

SWikipedia: http://www.wikipedia.org/wiki/Meme.| This is not a terribly original argument
on my part, of course...
"Wikipedia: http://www.wikipedia.org/wiki/Genetic Algorithm.
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I personally think that it is pretty safe to conclude from any sort of look at
all at human history and prehistory that individuals that were intelligent and
articulate enough to be educated and in turn to educate others (and the social
groups to which they belonged) survived more often than those that were not as
humans succeeded in passing on memes as well as genes to their offspring. Since
even today memory is an important component of education and intelligence, we
can assume that the rise of human language and intelligence corresponded with
a vast increase in the quantity and quality of human memory.

Individuals with imagination and who were able to master sequential in-
ferences based on observations of what amounted to cause and effect in their
environment (stored in those improved memories) did better still. In the process
of passing information on from generation to generation some of the information
was changed, accidentally or deliberately. Some of those changes produced im-
proved survival rates, others not, and the improvements thereby spread via the
differential this created between competing social groups.

We can speculate that one of the earliest advantageous discoveries was that
of extended tribal groups or societies. Of course social groupings are actually
fairly common in the animal kingdom for a variety of reasons, but in the case
of developing humans one of the most important reasons (possibly after the
fact) was to facilitate the invention and preservation of non-instinctive learned
behavior.

Societies are powerful vehicles for memetic sex, also known as social inter-
course. Studying the relatively few stone age cultures surviving still today (and
examining what traces pre-historical stone age cultures left behind), we can be
reasonably sure that the earliest tribal groups were originally little more than
extended familial groupings. These small groups frequently encountered one an-
other and exchanged members or memes by means peaceful or otherwise, as
happens with primate groups today. Thus memes and genes from one tribe
or family group were carried to another. Tribal units themselves became “su-
perorganisms” engaging in memetic sex in a hostile world — precisely the right
conditions for the genetic algorithms that drive evolution to occur.

This sort of memetic “crossover” was doubtless then, as now, very fruitful.
Sometimes two or more memetic ideas would get together in the right tribal
member’s ever more powerful brain and produce a new memetic idea (or more
advanced version of an old one), an idea that carried still more survival potential.
Tribes with fire and sharpened sticks found that fire hardened the sharpened end
and turned them into primitive spears. Tribes that chipped rock pieces into sharp
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splinters found that those splinters made even better ends for their spears than
fire-hardened wooden oneﬁ. Individuals discovered that certain grass seeds could
be harvested, dried, and stored to be eaten when other food sources were scarce,
and it was they and their offspring and their tribe that survived famine and
went on to found new tribes or otherwise propagated the information between
surviving tribal groups.

Not all of the questions that were thought up, of course, had useful answers,
but cultures that thought up many questions and did a fair job of answering at
least some of them outperformed ones that were less curious or tried to sit back
on their laurels after their last advance. Unlike genetic evolution, which often
takes a very long time to make significant changes in a species, memetic and
genetic co-evolution conferred such a large advantage on the most successful that
the species itself and the memetic superorganisms improved quite rapidly. When
written language appeared to permit memetic “sex” to span human generations
and tribal cultures, it positively raced along, and it continues to do so today.

Throughout most of unrecorded pre-history, individuals and their tribes rarely
had time to turn their less technological but still very interesting speculations
into anything more complex than systems of metaphysical beliefs — religions — ca-
pable of providing mythopoeicﬁ answers to an entire class of very basic questions
that arose in the process of performing memory-based inferences, specifically,
identifying causes and effects (or at least systematically repeatable correlations
between behavior, environment, and outcome). In case you are wondering how
we know this given that they were pre-historical, we’ll, okay, maybe we don’t. We
can infer it on the basis of such evidence as they left behind, or on the basis of
what they didn’t leave behind. One thing that they left behind was themselves,
and from their graves we can see that they treated the dead with love and respect
when they weren’t eating them. We can find early art that at least appears to
portray “gods” or “goddesses” although honestly it is difficult to prove that this
is what they are and maybe they’re the prehistoric equivalents of SpongeBob
SquarePantE instead.

These memetic systems of metaphysical beliefs were usually framed in a so-
cially constructive way — one that reinforced tribal structures that were increas-
ingly more complex and divergent from the simple primate/mammal extended

8A process that led, step by small step, to the discovery that mounting multiple nuclear
warheads on rocket-engine driven spears worked really, really well and could kill off whole
species of animals or entire continents worth of competing tribes.

9A nifty word that means “giving rise to mythical narratives” in case you didn’t know.

10Wikipedia: http://www.wikipedia.org/wiki/SpongeBob SquarePants.
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family/tribal groupings that hold to this day in primate species that failed to
become philosophers and discover the advantages of memetic co-evolution. Just
as the genetic “discovery” by collections of clumped cells that differentiation
and functional specialization led to advantages (a process that ultimately car-
ried those cell clumps from being tiny blobs of a few identical cells to where
they can do things like type these words into a computer), so did the discov-
ery that organizing tribes into leaders, warriors, workers, childbearers worked
much better than monkey-style tribes where every monkey took care of itself
and its immediate family in a very simple social hierarchy. Structured memetic
social superorganisms began competing (in the Darwinian sense) where before
competition was primarily individual and familial and relatively unstructure.

In the process of all this, the connection between questions, answers, and
survival advantage was very nearly hard coded into the human brain structure
at the genetic level. Humans sought answers to all questions, and their monkey
curiosity was rewarded time and again for at least some of the answers they
found in the only currency that mattered: survival and reproductive success
for themselves and their social groups. Some of the questions that arose in the
perfectly natural course of their increasingly human affairs were the really big
ones that survive, unanswered, to this day:

e Where did everything come from?
e What happens to me and my loved ones when we die?

e How should I behave in my society?

Let us look at some of these questions and see how they, in particular, fit
together.

1.2 Big Questions, Big Answers

Early humanity was not terribly constrained by reason. First of all, it hadn’t
really been invented yet — it was still co-evolving with the brain structures that
support it. The early answers to these many questions were therefore relatively
unconcerned with logical consistency, rationality, scientific verifiability — they
were often as not stories, verbal histories that themselves evolved into part of the

" This point of view is advanced in a number of contemporary speculative works, notably in
The Lucifer Principle by Harold Bloom. I strongly recommend it.
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memetic baggage of each culture that was passed down from parent to offspring
along with their genetic inheritance.

In the short run these histories nearly always had survival value as they were
the memory of the superorganism, which needed to be longer than the memory
of any of its members to cope with long term fluctuations in the superorganism’s
environment (such as drought, war, famine, disease) as well as to guide it in the
quotidian business of tribal survival. However, just as is the case with genetics,
some of this memetic inheritance was or rapidly became “junk” — of no particular
use to individual or tribal survival, but conserved nonetheless along with the
useful part. We can easily imagine that (just as is the case with genetics) some of
the junk memes gradually mutated to where they did perform survival enhancing
functions, social functions, at the same time that they satisfied that basic hunger
for seeking causes and stimulating all of that brand new brain tissue with ‘ideas’
that might one day bear fruit.

These mutated histories, freely enhanced with imagination and fiction and
self-serving insertions, became the myths and legends of the tribe, many of which
persist to this very day as a blend of history and mythopoeic narrative that still
serves to bind huge embedded superorganismal groups together. With or without
rational rules of thought to guide the selection process, these stories were heavily
connected to the notion of cause, as the world in which individual and tribe lived
has always provided differential rewards in terms of survival and reproductive
success on the basis of how effectively the “magic” of its underlying causality has
been mastered.

Note well that there is something startling about the discovery of causality
and its close friend, induction. Inductive reason in general is a deductive fallacy
— in fact the one labelled post hoc, ergo propter hoc. Loosely translated, this
means: “after this, therefore because of this”. It may be more familiar in the
words of a common litany taught in any good course on statistics: correlation is
not causality! Just because you always see two events in close proximity, with
one following the other in time, does not logically mean that the former “causes”
the latter. Which is a shame because, as we shall see, correlation is all we’'ve got.
Ever.

It’s even more of a shame, because one can start with a tiny handful of very
plausible axioms and derive induction as a quantitative system of contingent
probabilistic logic, and show that deductive logic is a limiting case of this system,
one that is effectively never realized in nature. In other words, as a means
towards knowledge of the real world, it turns out that it is deductive logic that
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is the “fallacy”, in that deductive truth is forever beyond our grasp. When
we use it we are basically using inductive logic where we really really believe
that our premises are true and assign them a prior probability of being true
that approaches 1. But more on this later, when we treat the amazing work of
Richard Cox and E. T. Jaynes.

Evolution, on the other hand, doesn’t give a rat’s furry ass about “valid” or
“invalid”, or more properly “conditional truth”. All it care about is whether or
not a behavior improves one’s chances at survival and reproduction, and humans,
dogs, cats, and chimpanzees that for whatever reason acted as if correlation is
causality tended to outlive those that didn’t. Indeed, we rank the “intelligence”
of animals almost exclusively on the basis of how well they recognize this basic
principle at a level beyond instinct (so that they can learn from their experiences).

So behaving as if induction works and the environment is causal have always
been favored by natural selection at so very many levels. We are literally evolved
to look for causal (or at least associative) patterns and form generalizations even
though doing so is completely irrational from a deductive point of view. By golly
gosh it works though, even in subjects like mathematics where we are traditionally
(an badly) taught that inductive reasoning of this sort is supposed to play no
rold'd.

This is beautifully illustrated in, for example, G. Polya’s superb two-volume
series entitled Mathematical Induction and Plausible Reasoning. Polya makes
the compelling point that nearly all nontrivial mathematics, however well it is
deductively supported by theorem and proof today, got its start from induction —
looking at patterns among numbers, for example, formulating a hypothesis, then
attempting to prove the hypothesis correct.

Wait a minute, that sounds a lot like physics! And of course, physics did start
up pretty much all of calculus and a slew of other branches of modern mathe-
matics. Polya shows that induction historically has been a key component of the
invention of abstract mathematics such as Number Theory where one “observes”
the properties of numbers “empirically” and then form a conjecture, and that

120K, OK, yeah, sure, evolution doesn’t care about anything because it isn’t a sentient causal
agency, it is a process. This is an anthropomorphizing metaphor, because evolution, in spite of
having absolutely no “intelligence”, is perfectly capable of bringing about changes as if it cared
about them. It really is a hell of a metaphorical watchmaker, for those teleologists out there,
and indeed is directly responsible for every single watch that has ever been discovered in the
middle of a desert...

13 As opposed to “proof by induction”, which is a common methodology for stepping over an
unbounded set to prove an assertion. This sort of “successor” induction plays a key role in the
axiomatic development of arithmetic, as we shall see.
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even today there are many famous conjectures that appear to be inductively true
but cannot (yet) be deductively proven.

To return to our muttons, it seems likely that causal associativity and in-
duction were the primary forms of reason used through much of prehistory (and
continue so even today, supported at the hardware level in all animals capable
of “learning” at all) and that deductive reasoning, with its insistence on “truth”
and reliance on symbolic forms, is a very recent addition to the human reper-
toire. Symbolic reasoning requires different brain structures than non-symbolic
inductive reasoning of the sort that makes your cat connect spraying your legs
with cat-urine as you sit there arguing with your children over the proper use
of TV controllers with being chased out of the house by an enraged primate or
that permit rats to learn that pressing the left bar yields cocaine while press-
ing the right one only produces only boring old food. These abstract symbolic
reasoning brain structures (which are empirically a mix of cortical hardware and
memetic/symbolic software) have simply not been around all that long even in
humans.

One function of this symbolic reasoning system is to compress information in
a sense we will discuss in some detail later. A single, very short semantic assertion
such as “fire burns” enables one to reason correctly and in survival-enhancing
ways about a huge range of specific instances of occurence of “fire”. Encoding it
thus symbolically permits this knowledge to be passed on to offspring or others of
one’s tribe where it can be reinforced by non-fatal experience (as any parent who
has ever worked on communicating “Stove hot — don’t touch!” to their questing
two-year-old well knows). It also permits the whole concept to be symbolically
manipulated and adjoined to other symbols to where one can eventually make
sense of:

e fire burns my hand if I incautiously stick it into a fire
e fire burns pine wood quick and hot and oak more slowly

e fire burns the steaks — cook them over coals with a minimum of flame, while
marinading with a mix of wine, olive oil, garlic, soy sauce, and curry well
mixed

e fire burns by means of an oxidation process that converts a molecular fuel
into e.g. carbon dioxide and water while releasing the surplus energy of
the rearranged chemical bonds as heat and light

e fire burns evidence quite nicely as these changes are generally irreversible



22 CHAPTER 1. WANTED: ANSWERS TO SOME BIG QUESTIONS

As these strings of meaning-compressing symbols got longer and longer they
became stories, stories that represented rather complex experiences. They be-
came ‘“recipes”. Yes, if you take the little one-line recipe above and whomp
together the ingredients (and a bit of this and that added by your own sense of
monkey-curiousity-play and personal taste over time) and slap a steak so mari-
naded over hot non-flaming coals and avoid burning them for just long enough
to render them cooked rare, you will have a tasty treat that just barely might
increase your survival rate, at least if you are feeling suicidally despondent and
a single really delicious meal is enough to help you past the crisis. And as you
do, the steps semantically outlined in the recipe becomes the “cause” of the feast
(and your ultimate survival) — a few words compresses a wealth of experimenta-
tion and experience into a simple story or magical spell.

The big questions listed above therefore got big answers, answers told in easily
remembered stories that reinforced the very idea of everything having a cause
even where the cause could not (yet) be divined by anything like a systematic or
rational process. Mere association was considered enough, and even associations
that were rare occurrences or fictional occurrences were often interpreted in terms
of occult rules of causalit.

Causes naturally form temporally correlated associative chains (a fundamen-
tal principle of modern physics, as it were — straight out of the textbooks, if they
are good ones), and with their greatly enhanced personal and tribal memory and
growing left-brained capacity for temporal/sequential processin early humans
could encode experiences semantically and hence perceive those associative chains
over many steps, over very long time scales.

On the other hand, the Universe is a frighteningly random place. Many
things that happen occur just once and never happen quite the same way again.
Indeed, in some fundamental sense everything that happens is unique in this
way. Evolution created beings with brains that craved associative proximate
causes, then gave them data in which those causes were partially hidden by this
uniqueness and complexity and randomness. At this point we have a very good
understanding (subject to many axioms, of course) of the fundamental properties
of the causal chains that make “everything happen”. More to the point, for

Qccult in both the sense of hidden and magical, more often than not.

15Wikipedia: http://www.wikipedia.org/wiki/Lateralization of brain function.| Here you will
learn that your brain has two distinct halves, separated by a membrane called the corpus
callosum that mediates communications between the two. The left brain is predominantly
analytic; symbolic language and associated sequential symbolic reasoning seems to be dominant.
The right brain is instead associated with emotion, visualization, imagination, and the formation
of long term memory.
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roughly fifty years now (since the work of Cox) we have a sound axiomatic basis
for the mathematics of induction, for the laws of probability and statistics in a
universe where every event is fundamentally unique. We can now systematically
quantify the apparent randomness even as it occurs in a presumably deterministic
causal chain.

That doesn’t make it any less frightening! The world (as we know it) could
end in the next few minutes because our Sun, for reasons that are perfectly
well founded in the science of stellar dynamics (if only we fully understood that
science and had access to all the requisite information about solar state), could
just plain explode, or not even bother to explode but merely engage in a prolonged
‘hiccup’ of (say) 100% increased solar output for a few days, long enough to sear
the planet’s surface bare of most life. Or if you want something even more
implausible and random, consider being hit by a gamma ray burst from a nearby
star of sufficient power to significantly damage the biospher . Our ignorance
of state and the impossibility of prediction of essentially chaotic phenomena leave
us vulnerable, and we still seek “higher cause” explanations for bad things that
happen (in human terms) as a consequence of sheer bad luck.

Humans tended to extrapolate the patterns they observed in the causes they
could recognize, and saw themselves and their own relatively deliberate mas-
tery of the environment and their near-random volitional capriciousness as the
“model” of a causal agency that could explain all of those unexplainable oc-
currences in terms of deliberate volitional acts. The cause of everything was
therefore imagined to be an active intelligence much like their own. That is to
say, capricious, selfish, jealous of its power, as likely to blast you with a lightning
bolt or cause a bear to pop up out of nowhere and maul you as it was to reward
you with plentiful food, good sex, and tribal power and status.

Thus was born the notion of deity as a cause of the otherwise unexplained.
This is not at all to suggest that this notion of deity was homogeneously imple-
mented across all cultures — far from it — only that all cultures adopted some
sort of deity as at least part of their explanation for Everything, and that as time
passed it was further adapted to serve as a direct support of the tribes idealized
social structure. The basic rule is — if you can infer a consistent proximate cause
for classes of events, that’s fine. Fire burns, cave bears eat people. Where this
explanation is inadequate (or even where it is) invoke the “God C(1)ause” — Aunt
Mabel got eaten by a cave bear (even though she was particularly careful about
cave bears) because it was God’s will.

6For example, in the branch of physics called statistical mechanics.
"Wikipedia: |http://www.wikipedia.org/wiki/Gamma ray burst.
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In the animal kingdom, social groups of mammals often have a hierarchical
structure where individuals within the group obtain status by one (usually com-
petitive) means or another. Nonhuman primate tribal groups are often led by a
dominant “alpha” individual of either sex, although some research now suggests
that females were in the past more commonly tribal leaders than males. The
same research suggests that females were historically one of the driving factors
behind the formation of primate tribal social groups in the first place, as they
stand to benefit more from the protection and support of other tribal members
during the extended vulnerable time of child bearing and child rearing. The
social hierarchy extended beyond just the alpha individual, of course, and was a
dynamic thing where the location of individuals on the the hierarchical scale of
tribal status and reward was constantly being challenged and negotiated.

When the human notion of diety was introduced, it was thus perfectly natural
to extend this tribal hierarchy by a notch:

god(s) — alpha — tribe itself — tribe member — outsider

Unsurprisingly, the deities introduced as often as not strongly resembled humans,
only bigger, better, more powerful, and far more bloodthirsty. In fact, they
resembled nothing so much as a human tribal leader (again, of either sex) on
steroids, with all the powers humans wished that they had over their environment
and other humans.

This placed everyone in the tribe above humans in other tribes, and sorted
out the tribe itself so that its alpha individuals were closest to deity. This made
everybody feel warm and secure because just as the weakest member of the tribe
had some expectation of protection from the alpha leadership, so did they have
some expectation of protection from the ills of life thought to be due to the gods.

This particular social hierarchy dominated humankind for thousands of years.
Hierarchies like this that explain humanity’s place in the universe relative to ev-
erything else are sometimes referred to as “grand paradigms”, and this particular
one is called the classical pamdign@. Over the years it shifted from its probably
matriarchal or mixed roots towards very definitely and overwhelmingly patriar-
chal paradigm for the last three or four thousand years.

Many cultures extended the human hierarchy even further on the god side and
invented tribal ranking/status systems among the gods, so that some gods were
more powerful than others. Some cultures similarly extrapolated human conflict
over to the god side and created detailed myths concerning wars between good

18 Just in case you cared.
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gods and bad gods (devils) (making it perhaps easier to explain why bad things
happen as there are bad gods to blame them on). A few cultures abandoned the
notion of gods plural for God singular, but still maintained the extrapolatory
picture of that God as a warped version of a human tribal alpha — God the King,
basically. Gods and godly conflicts and godly capriciousness formed a sufficient
explanation for all sorts of random, bad events or otherwise unexplainable neu-
tral or good ones in human lives without giving up the notion of causality that
otherwise proved so fruitful where proximate causes could indeed be identified.

It also gave societies a powerful memetic tool for reinforcing social behaviors —
bad things inevitably happen to everybody, of course, but they also don’t always
happen. People inevitably violate some of the behaviors expected by the society,
but don’t always do so, at least in a stable and powerful society. It became very
simple to tie social misbehavior to pain and suffering inflicted “by the gods”
as a punishment, and to tie social rewards both now and in the hereafter to
proper social behavior. Naturally, one can always find correlated pairs to support
this explanation, and the many exceptions were chalked up to the well known
capriciousness of the gods.

This sort of schizophrenic presentation of God as sometimes-arbiter of social
behavior through suffering and natural disaster continues to this very day. People
afflicted with (say) cancer are blamed for having the disease. Disease is viewed
as a punishment for real or imagined sins; the fact that the disease is not healed
by a miracle is because the afflicted individual manifestly lacks the perfect faith
required to be healed, fails to make a large enough donation, was known to be
an unfaithful husband or wife. By connecting the effect (disease) with a false
cause (failing to worship the right god in the right way by giving the right tithe)
considerable social control is exerted on tribal members.

After the two hurricanes in 2005 that devastated New Orleans it didn’t take
the bible-thumpers long to suggest that the real cause of the hurricanes wasn’t
a bathwater warm Gulf of Mexico with low atmospheric shear (helped out by
a silly butterfly in Brazil somewhere that beat its wings just right a few years
ago) — no, it was clearly a result of the direct will of God, deliberately directed
at New Orleans because of the sinful nature of its inhabitants. They were being
punished. Of course if that were consistently God’s behavior, every community
in the world would be nothing but a pile of ash, the preachers themselves would
in most cases be struck dumb for all of the horseshit they’ve unloaded on the
world, and sinful behavior of any kind would have been bred out of the human
species long since out of sheer evolution in action. The temptation to exploit
natural disasters and disease for the gain of a superorganismic religious entity to
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which one belongs is clearly very strong.

However, our instinctual need to make sense of the random and uncontrol-
lable is a very powerful one. Even though we as humans pretty much understand
what really causes hurricanes and cancer (and can to a tremendous extent pre-
dict the course of either one), the explanations are long and complicated and
involves all sorts of things most people can’t be bothered to, or aren’t capable of,
understanding. “God’s will” as an explanation is much simpler and we may even
have an evolutionary tendency to accept this sort of thing as an explanation.
As we shall see in later chapters, this explanation can never be disproven as an
explanation for absolutely anything, makin@it difficult to convince anyone who

chooses to believe in it that they are wron

Back to our story. The greatly enhanced brains with powerful memories tied
to imagination-driven analytical units capable of symbolic/memetic reasoning
and social intercourse produced, as a side effect that is still not understood (and
that this work will not explain, although it will certainly indulge in some idle
speculation just for the fun of it), an awareness of Self that at least appears to be
far beyond that of any other living thing on Earthi”d. This awareness, as we will
explore in later chapters, is at once incapable of conceiving of its non-existence
(because this is literally a self-contradictory process, as Descartes noted) and yet
forced to conclude on the basis of observation that it is limited in temporal scope.

That is to say, humans die, but while we are living and conscious we cannot,
really, imagine the state of not being conscious. At best we might remember
“being unconscious” as discontinuous boundaries within our memories. We can
“remember” not always having been alive as our personal memories only extend
back so far while our t¢ribal memories and inferential extrapolation of causes
suggest that the world was around long before we were. If we have an accident,
or surgery, or take drugs that leave us truly unconscious for an extended period
of time, that period of time does not happen for us.

This is (for those who have experienced it) a deeply disorienting and disturb-
ing process — one minute you are there, in a hospital, counting backwards as you

19 Although I’ve been tempted on a few occasions to “argue” with a two-by-four upside the
head when some sanctimonious scoundrel has added a healthy does of religious guilt to the
burden of someone with cancer. Neither does it explain why God would do such a horrible
thing as to inflict a hurricane-driven drowning or death by cancer on an innocent little child,
although religious dogma does its best by transferring the blame, somehow, back to the rest of
us.

20Unless cats and dogs really are superior beings decended from space aliens who genetically
engineered us to take care of them and provide them with a near-idyllic life, but then lost their
awesome psychic powers and found themselves at our mercy. Or is that just a movie plot?
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are anesthetized and the next it is hours or even days later. You have been dead
(in the sense that your awareness was suspended) for that entire period but you
cannot remember being dead because of the contradiction — it becomes a “blind
spot” in your memory, inferred because of the lack of continuity in memory that
is somehow deeper than the dream-filled process of sleep.

Faced with the existential crisis of unavoidable and yet inconceivable death,
humans have ever sought to find an “answer” that would permit them to reconcile
the two and cope with the very real and immediate pain of the death of loved
ones, with illness, with injury, and above all with the mix of steady progression
of an aging process leading to inevitable death and the myriad of ways death
could randomly seek one out in the meantime. As a purely evolutionary reptile-
brained instinct, nearly all volitional animals have a built-in urge to survive@
but in humans the ability to conceive of the inconceivable that came with the
ability to build self-referential symbolic maps raised that urge to the level of a

positive mania.

Deity, as a cause for everything, rapidly became a cause for death as well, or
at least deity was assigned two attributes that helped humans cope with death’s
omnipresence and inevitability in their lives. The first was immortality — the
self-aware cause of All Things clearly had to be temporally persistent over the
same time scale as the existence of All Things, and awareness/self/soul cannot,
as noted above, truly conceive of its own mortality anyway. The second was the
ability to create and preserve the human awarenesses so that they were immortal
as well. Once again, this was hardly done in a homogeneous way — every tribe
and every society in the ancient world came up with its own mythopoeic solution
to this existential dilemna — but as time passed certain memetic patterns with
social side effects proved more enduring by conferring a greater survival benefit
on social superorganisms that were based on them.

Recall that social superorganisms were in the process of co-evolving significant
memetic structure that required their “cells” — individual humans — to behave
in very odd ways compared to the way that they would have behaved in a state
of asocial nature when stripped of all memetic overlay. This process did not
conflict with the process of genetic evolution — it superceded it and became a
major driving evolutionary force in and of itself.

Two critical conditions were required for memetic evolution to become a

2luSurvival is good” is one of those built in axioms, or instincts, that is hardwired into the
brains of pretty much anything that has a brain. It isn’t irresistable — suicide and altruistic
sacrifice both serving as evidence that this is so — but it is pretty darn strong.
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significant factor. The first is that proto-humans had to be organized in ex-
tended hierarchical tribal structures and gain a significant evolutionary advan-
tage thereby. The preservation and exchange of behavioral and cultural memes
requires proximity, numbers, and generational overlap. The existence of a social
hierarchy within these tribes, along with a challenging and constantly varying
natural environment, both favored the development of new cortex to facilitate so-
cial interaction and cope with the challenges of the natural environment as tribes
with better social organization and problem-solving skills were more successful
than their neighboring competitors when presented with the same challenges.

This advantage was then in a position to grow dramatically along with primate
intelligence when the latter reached the critical point. We can speculate that the
critical point involved the invention of language. There exist other social animals
that can make tools (in some cases instinctively). There exist social animals that
invent tools in what appears to be an empirically driven reasoning process. There
are even social animals that teach their young, preserving toolmaking memes
across generations and giving them a relative survival advantage compared to
other social groups that haven’t learned to make the tool. However, there are
no other toolmaking animals with anything like a true language, even a very
primitive ondq.

Language is the DNA of memetic evolution. Without language, toolmaking
and social transmission of knowledge can only be transmitted by physical example
and visual contact. Neither of these suffice to transmit anything but the most
primitive tribal memories, condemning each generation to rediscover many things
— or not, and perish in the attempt. Once language advanced to the point
where abstract symbolic representation of the world was possible, one didn’t
need an actual sabertooth tiger to be present to discuss the best way to run from
sabertooth tigers (or fight if need be). Language also enabled all sorts of degrees
of cooperative behavior to be developed between members of a tribe to everyone’s
mutual benefit. Suddenly (we can speculate) there appeared memetic rules for
a social hierarchy that one way or another made the survival of the social and
familial group itself come before individual survival and not after.

Note well: some people object to this sort of picture on the basis of a “selfish
gene” picture of evolution that has every individual always doing that which
makes their own personal probability of survival to reproduction maximal. That’s
silly. First of all genes aren’t selfish, individuals are. Sometimes being selfish is

221 can hear you thinking “Aha! But what about X! They have a true language and use
tools...” for some value of X, say, bees, or maybe chimpanzees. To which I can only reply no
they don’t and if they do, who cares. You get my point.
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a big win. Sometimes — frequently, actually — it gets you killed. Game theoretic
studies of things like the Prisoner’s Dilemm show that in fact it is startling]

easy to come up with scenarios where nonselfish behavior is maximally selﬁs}é
and that in fact they tend to occur in a social context where there is a memory.

Second, this is a highly naive view from the point of view of pure empiricism.
After all, this sort of thing — collective/cooperative organism evolving out of
previously competing organism — has happened before many times, beginning
when two extremely primitive cells stuck together when dividing and proved to
be more robust and likely to survive together than either would have been alone.
They had lots of little dicellular children until one day one of their children
turned out to be quads. The many times removed descendant of those cells, up
to fifty trillion or so and still counting, is now typing this document and calls
the many times removed descendants of the cells that didn’t stick together and
become more complex “germs”.

Finally, memes are quite powerful when it comes to determining human be-
havior — they are clearly more than powerful enough to absolutely dominate
human evolution. Consider the evidence of what feral children can accomplish
with nothing but their DNA versus what children raised on memes can accom-
plish, all things being equal. Consider the tens of millions of humans that die
every century engaged in self-sacrificing behavior such as fighting in the military
or entering a burning building to save a child. Face it, a selfish meme theory
trumps a selfish gene theory every time.

All of which leads us to conclude that at some point the first “human” so-
ciomemetic superorganism was born, and once born it simply blew away all com-
petition in the form of less organized tribes and the challenges of nature alike!
This was a startling development! The significant transmission of memetic infor-
mation between generations within a tribal social structure, however, provided a
powerful secondary mechanism for the development of cooperative behavior, just
as it does in repeated play (with a memory of the history of betrayals) of the
prisoner’s dilemmal

By the time humans had evolved to where complex social groups were a
necessary survival advantage, and language had appeared on the scene to facil-
itate memetic evolution, the state was set for rapid discovery. However, it is
probable that initially “reason” per se had very little to do with the discovery
process, which was likely almost entirely empirical and associative. Successful

BWikipedia: http://www.wikipedia.org/wiki/Prisoners Dilemma.
24Er, 1 think. How did that go, again?
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ideas that were “accidentally” discovered or discovered using very simple rea-
soning processes were preserved, of course, conferring advantages on the tribe
that developed them. Deity explanations reinforced the tribe and encouraged
the growth of ever more complex social structures, but only at the expense of
the incentive to seek more complex proximate causes. For a while memetic/brain
co-evolution (although immensely faster than the previous million years or so of
mostly genetic evolution) was still random and quite slow.

Memetic evolution is capable of occurring through a non-random mechanism
that is very different from that used in genetic evolution in certain key ways. In
particular, there exist systematic ways to extend successful memetic knowledge
that don’t require crossover and exchange (although they still can benefit from
them). Again, however, mankind awaited a kind of critical point discovery that
would tip the balance. That discovery was the discovery of reason.

1.3 The Advantage of Reason

Note well that the entire previous section or two said very little indeed about the
role that reason played in the development of the answers to the big questions
that are, after all, the subject of this chapter. That is because it was not much
of a factor for most of the last million years or so — genetic and memetic co-
evolution was the powerful driver for turning monkeys living in the moment into
philosophers that are capable of reasoning and value reasoning and can develop
systems of reasoning. Such reason as there was was very primitive — a seeking of
and naming of primary causes in an inferential associative chain that we lacked
the means to systematically analyze.

Lest you think that this is not true, recall the previous observation that
induction does not necessarily lead to truths. This is especially true when ana-
lyzing observations: “correlation is not causality”. Post hoc ergo propter hoc is
a fallacy, not a well-reasoned argument. Just because things are correlated does
not mean that one is the cause of the other, yet sometimes, of course, it does!
In fact, correlations of one sort or another, in the form of systematic observa-
tions revealing systematic situational behavior, is the only thing that our human
brains have had to work with while working out things like physics, chemistry,
biology, and so on.

Let’s see, we have correlation, we infer causality. How do we find reason in
all of this? Reason is deductive. Without it, on the other hand, how do we
make progress organizing our causal hypotheses? Somehow we need both, but
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they belong in different realms — one a realm of conditional certainty (which isn’t
certainty at all, as we will see) and the other a real of at best probability (note,
not certainty either). Hmmm, a bit of a bootstrapping problem — how can you
invent reason — without the help of reason? Through induction?

Fortunately, our brains had help.

The underlying mechanism of evolution provides its own sort of “reason” as it
picks out solutions that “work” (survive) from the sea of ones that “don’t work”,
but the function that it optimizes isn’t “truth” per se but “superorganismal fit-
ness” — survival of the social group (and possibly the individual) associated with
a given set of memes. There are obvious places where the two are congruent
— pretty much all of natural science, for example, where a superior mastery of
science and engineering and reasoned warfare has provided overwhelming super-
organismal advantages — and equally obvious places where the two are not, as
distinct social groups are organized around completely different and conflicting
religions that cannot all be “truth” and that seem to convey about the same
degree of survival advantage.

It is only in the very recent past that reason (in the form of formal philosophy,
mathematics, and science) has emerged as a significant factor in the co-evolution
of memetic superorganisms. It literally could not emerge until the human brain
and human language had co-developed to the point where the language could
semantically encode formal reasoning processes, and it did not emerge until a
written language had been invented that was capable of precisely preserving
symbolically encoded statements for timescales spanning generation

The very earliest symbolic philosophers immediately noticed that the results
of the system that they developed were relevant to the needs of both individuals
and the superorganism of which they were members. Doubtless they extended
and formalized verbal reasoning processes that had proven fruitful even before
being symbolically encoded, but the ability to symbolically encode the argu-
ments and “save” them for incremental analysis permitted much longer chains
of reasoning to be carried out than one could hold in one’s mind alone.

251 personally would argue further that for most humans the human brain is still only bor-
derline capable of engaging in true analytical reasoning without the amplification of intelligence
inherent to using symbolic reasoning on external media. With the possible — and note well that
I say possible — exception of transcendent supergeniuses such as Ramanujan who did not appar-
ently require paper and pen or clay and stylus or sand and stick to work out complex symbolic
proofs, even the brightest physicists and mathematicians are crippled without the ability to do
algebra on paper.

26Wikipedia: http://www.wikipedia.org/wiki/Ramanujan.| A lovely article that otherwise has
nothing to do with our current discussion.
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Much of this development was conducted in a sort of memetic competition
with the prevailing religious superorganism, which already had developed answers
to many of the same questions that were now being systematically addressed with
memetic tools that were more powerful than language and cultural mythology
alone. Two interesting things occurred almost immediately in the context of this
competition. First of all, philosophers armed with symbolic reasoning attempted
to tackle once again questions of all sizes, from everyday questions concerning
the best way to build things to the super-ultimate why (SUW) question — the
why of existence itself, the why of Deity if you consider Deity to be the reason
for existence, the limit of the infinite chain of why questions that underlie any
analysis of causeZ].

Second, the very act of asking what could be the cause of Deity and the
reopening of many questions that already had memetically prescribed answers
within a politico-religious system triggered the defenses of the superorganism
that had co-evolved along with the entity itself. These defenses (which will be
discussed in detail) can be thought of as very similar to the system of antibod-
ies and immune cells that exist in most organisms — they differentiate between
genetic “self” and genetic “other” and act to preserve the one while terminating
the other with extreme prejudice. This is not a reasoned process — it cannot be,
as a considerable portion of this work is devoted to making clear.

As it happens, though, reason has proven to be too useful to be eliminated by
the allergic reaction of the prevailing religion of any given superorganism, however
fervently and passionately that reaction has been pursued. Superorganisms where
reason was successfully suppressed in favor of a politico-religious meme set have
gradually failed when confronted with similar superorganisms where reason was
treated more liberally in a process that continues to this very day. Over the course
of time, the progress of reason has advanced so rapidly that it has overtaken the
ability of various superorganisms to absorb the changes and retain social identity,
leading to strong internal conflicts within those superorganismal cultures. This
too is a major focus of this book.

Before we get there, though, we need to examine reason itself, and try to
understand just what sort of beast it is, where it came from, how it has been
formulated historically at its deepest levels and where that formulation is or
isn’t technically correct. We need to understand the Laws of Thought as one
of the original codifications of the reasoning process. Ultimately we need to
understand the essential role played by azioms in constructing systems of reason

2"The SUW question and question chains are quite familiar to any parent of small children,
as is the actual, rationally unprovable answer: “Because!”
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that are capable of “explaining” anything at all and the strict limitations that
a need for axioms places on the conclusions of the process. Since we are talking
about knowledge derived from abstract symbolic processes, all of this needs to be
done in the context of what it means to “know” anything at all.

Great fun, actually. We therefore leave the questions behind for a moment
and look instead at the ways we might rationally try to find some answers.
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Chapter 2

The Laws of Thought

2.1 Making a Living as an Early Philosopher

Philosophy, as we see, necessarily co-evolved with religion and politics in society.
To survive, early symbolic philosophers rapidly learned to focus on the dirty job
of answering “unanswerable questions” that had fallen through the cracks of the
prevailing religion and hence didn’t provoke a short trip to a stake surrounded
by highly flammable material (or to an altar to have your heart ripped out, or
to a prison cell where you would die of disease and malnutrition forgotten by
all other humans, or...). Philosophers learned that religions didn’t usually care
about geometry, for example, and that geometry was useful. It was also fun to
work on (for those people with the right kind of brain) and got a lot of attention
as a kind of “truth” that didn’t seem to depend on any particular things observed
in one’s sensory stream while still seeming to describe many of them.

Occasionally a particularly brave or stupid philosopher would take a stab
at something more metaphysical (such as trying to invent an explanation for
what everything was made of) or humanistic (such as working out social ethics
on a “rational” basis). History contains many examples of philosophers who
discovered the hard way that this led to a choice between voluntarily drinking
hemlock or being burned at the stake to protect common folk from your heretical
views and as an example to anyone foolish enough to believe that anything but
the currently accepted system of social ethics and religious memes was the right

35
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one beyond questiorﬂ ’E

That is, to make a living at being a philosopher (and not get killed), it
was soon found to be necessary to invent new questions that could actually be
answered and that looked “interesting” in some way. One had to do so while
creating the illusion of answering, or at least working on, the really hard ones, the
big questions, all without offending the local political power (usually a King) or
provoking the prevailing religious hierarchy by directly contradicting scripture.
Indeed, to be truly successful, it was often necessary to have the active support
of either the church or the crown if not both, and there are numerous examples
of philosophers who survived in just that way.

As noted in the last chapter, logic and argument and rhetoric in general
doubtless coevolved with (spoken) language itself, but real human language is
pretty ambiguous and imprecise and arguments in it tend to be sustained at
the alehouse level. One of the greatest discoveries in the history of humankind
was that of the “magic” of algebraic manipulation of symbols that permitted the
abstraction of concepts and relationships observed in and relevant to the “real
world”. As key elements of this discovery, philosophers invented two very impor-
tant tools: Formal Logic and its more precise and abstract cousin, Mathematics,
along with written language

"Wikipedia: http://www.wikipedia.org/wiki/Galileo.| We’ll have more to say about Galileo’s
prosecution by the Inquisition for having the temerity to challenge the geocentric view of cos-
mology that appears repeatedly in the Bible. The current article in Wikipedia (in my opinion)
presents a view that makes the Catholic church appear far more progressive than any reading of
the primary documents justifies. It is important to view the event in the context of the ongoing
and contemporary “revolt” of Martin Luther. Many thought — correctly — that Galileo’s work
would further inflame this rebellion against the authority of the church, and Galileo’s work
was indeed a factor in the Enlightenment. Individuals within the church may well have been
progressive, but the superorganism itself quite rightly sought to defend its collective soul at all
cost. See the Appendix on Galileo in this book.

2Wikipedia: |http://www.wikipedia.org/wiki/Trial of Socrates| We’ll have a lot to say —
much of it good clean fun — about Socrates. Socrates managed to run afoul of both the secular
and the religious authority, making fun of the former and and challenging the Gods that sup-
posedly protected Athens against its many enemies. Socrates also claimed (metaphorically, of
course) that he had a daemon in his head that told him what the “good” was and how to avoid
mistakes and that generally guided his reason. We will have more to say about this daemon,
which has a very Zen feel to it, the watcher that watches the watcher watching the world. For
example, one is very tempted to assert that Socrates was groping towards a concept of freely
chosen personal meta-axioms that form the substance of this daemon and are the basis for its
“whisperings”, that ought to preceed the choice of axioms of religion, political view, ethical view
and not follow it.

3In addition to providing one with symbols that could be manipulated using (say) clay or
sand or papyrus as an extension of the human brain, writing extended the social lifetime of
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Mathematics and Logic were immediately useful, of course — bookkeeping,
monetary economics, the successful waging of war, the arguments of law, the
engineering demands of architecture and winning at a variety of games of chance
all relied on understanding and being able to manipulate numbers and shapes and
verbal arguments based on historical records to guide future behavior. Some of
the very earliest examples of written language are basically bookkeeping records,
and large armies (as opposed to “hordes”) have always required quantitative
logistical planning to transport and support in the field. Verbal argument was
doubtless a major component of successful business relationships and conflict
resolution, and required a way of determining valid sequences of conditionally
true statements as the argument was advanced to be successful.

Thus it was that the card-carrying philosophers of antique and modern timeﬂ
HEHHH developed formal logic as the basis of a reasoning process they could bring
to bear on questions both deep and abstract and immediately practical. Being
(after all) clever, they also invented schools where they could develop and pass
on their own small changes in the prevailing memetic schema directly to selected
young humans, bypassing a lot of potentially dangerous review by religion and
king — or better still educating the future priests and kings themselves within
their schools — and creating a long “social lifetime” for their ideas. In this way
new memes they invented sometimes served as nucleation points that would grow
and actually be adopted by entire societies.

Formal logic (as will be discussed later) became a widely accepted memetic
schema for determining truth value or formulating powerful arguments. It ws
very simple and intuitive, but proved very powerful as a basis for symbolic rea-
soning.

Much of the basis for formal logic can be found in the so-called Laws of
Thought, which date back at least to the aforementioned Parmenides, although

ideas. Abstract discoveries developed before writing became common had a much harder time
being “remembered” unless they were adopted as a critical part of an oral tradition within some
superorganism, usually a religion. Thus the Vedas and the great Hindu Epics survived until
written Sanskrit could capture them, but how many stories, tales, myths, were lost before they
were recorded simply by being forgotten? Without the critical support of a written language,
even if there was a super-genius of logic and mathematics born in, say, 1200 B.C.E. in India, or
in Greece in 800 B.C.E. their work did not survive long enough to be written down.

4Wikipedia: lhttp://www.wikipedia.org/wiki/Parmenides.

SWikipedia: http://www.wikipedia.org/wiki/Socrates.

SWikipedia: lhttp://www.wikipedia.org/wiki/Plato.

"Wikipedia: http://www.wikipedia.org/wiki/Aristotle.

8Wikipedia: http://www.wikipedia.org/wiki/Heraclitus.

9Wikipedia: http://www.wikipedia.org/wiki/Pythagoras.


http://www.wikipedia.org/wiki/Parmenides
http://www.wikipedia.org/wiki/Socrates
http://www.wikipedia.org/wiki/Plato
http://www.wikipedia.org/wiki/Aristotle
http://www.wikipedia.org/wiki/Heraclitus
http://www.wikipedia.org/wiki/Pythagoras
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the ones that we will study below are in a form attributed to Aristotle, who
wrote prolifically and whose writings (for a variety of reasons) did a better than
average job of surviving to today.

Incidentally, Parmenides had some really good stuff in the few of his writings
to survive that were left out of Aristotle’s Laws of Thought, in particular a
concept of the void not at all incompatible with Zen’s Mu (discussed below).
This served as a precursor to concepts (such as that of a vacuum) that eventually
became Natural Philosophy (in particular, Physics).

However, the language and world view of both Parmenides and Aristotle were
unsurprisingly hung up by the idea of time (a situation that persisted until the
last hundred years or so). Lacking a proper understanding of space-time as a
single geometry, verb tense worked its way into the Laws of Thought where one
would expect them to be time-independent and sequence-independent. Even
today, one of the hardest things for students of physics to conceptually grasp is
that in a relativistic Universe, time ordering and sequence are not what their
classically trained perceptions tell them they are.

In fact, they are essentially classical laws in other senses as well and are in
many ways blind to the possibilities of non-classical theories. As we will see, our
notions of existence, causality, temporal sequencing, inference and more rely on
many arioms which are not objects about which one can reason using the laws of
thought, and which are, in fact, far from being “obvious” or “self-evident truth”
the way they were for Aristotle.

Before we move on and examine the Laws of Thought, set theory, and logic
itself, it is worth noting that both India@ and Chinalll were writing down the-
ories of knowledge and rules for inference that were roughly contemporary with
those of the Greeks. In both cases the actual rules very likely existed as oral
tradition long before they were written down. The Indian rules, in particular,
formed the basis for what might be called “Buddhist Logic” which is quite dif-
ferent from Aristotle’s formal analysis of syllogism. In particular it focuses less
on “proof” and more on fallacies and on ways of grading hypotheses. Its pur-
pose seems to be the practical one of using their “logic” (perhaps better called
“reason”) to teach, to bring to the auditor of an argument conceptual or causal
understanding of the subject at han.

OWikipedia: http://www.wikipedia.org/wiki/Indian Logic.

"Wikipedia: http://www.wikipedia.org/wiki/Logic in China.

12The Nyaya school, in particular, introduced the notion of four sources of knowledge: Percep-
tion, inference, comparison and testimony. These are not at all incompatible with the structure
of knowledge as presented in this book. The Aristotelian syllogism (and its formal descendants)
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2.2 Thought and the Joy of Sets

Here is at least one way that the Laws of Thought are commonly stated:

The law of identity: Any thing that is, is.

The law of contradiction: No thing can both be and not be.

The law of the excluded middle: Every thing must either be or not be.

Where I deliberately use various versions of the verb “to be” conjoined with
“negation”, the version of these laws given by modern logicians might use “be
true” and “be false”, although these are not precisely the same thing. Truth and
Non-truth are much subtler concepts than Being and Non-Being, and the latter
concept pair is subtle enough to cause us no little amount of difficulty.

Note well that I say “modern logicians” in the paragraph above. In some
very deep sense mathematicians and philosophers and logician have advanced
formal logic itself more in the last hundred or so years than they did in the
previous indefinite interval of time preceding the late 1800’s or early 1900’s.
Yet historically, systematic analysis of our understanding of things began with
these simple Laws of Thought as expressed by the Greeks. That’s an excellent
reason to postpone until a later chapter the discussion of formal logic per se and
concern ourselves with the existential analysis of a Real Universe using the Laws
of Thought themselves. After all, our ultimate concern is with knowledge of a
Universe that actually exists, and the rules of logical inference are perfectly happy
establishing abstract relationships between abstract symbols, often relationships

is a useful tool after one chooses axioms but provides no guidance on how to make those choices
and little insight on how knowledge arises in the first place. The Indian school of logic was
carried into China along with Buddhism itself, where it mixed with e.g. the social rituals and
legalisms of Confucianism and the mystical dynamics of Tao to eventually form “Zen logic” —
which isn’t, at least by the standards of the West.

Zen emphasizes direct perception of the Real, unclothed by the (to it) distractions of lan-
guage, formal syllogism and inference, very tightly connected to schools and heuristic scriptural
tradition. If anything, Zen views syllogism and formal reason as an insidious trap, where your
answers are preconditioned by your deepest and most unquestioned beliefs (your personal ax-
ioms, as it were) — a point of view with which this work very much agrees. The Koans of Tao
and Zen are hence in some sense equivalent to syllogism as a foundation for “the rational”
in a culture but their purpose is very different. In a sense they attempt to bring one to a
transcendant realization of the right axioms for Enlightened living, from which point ordinary
commonsensical reason in pretty much any language or culture permits one to arrive at right
conclusions.

13 And individuals who can be counted as all three at once.
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and symbols that “exist” only in our imagination, that shadowy realm of looped
experiential reality where we can hallucinate, dream, and think of siz impossible
things before breakfast We will therefore begin our examination of Thought
with the concrete instead of the abstmct

We will find that the concrete (as abstractly expressed by the Laws above) is
a bit mushy and hasn’t quite set yet, but that it contains a few hard nuggets that
somehow must form a foundation for all knowledge Let us begin like proper
scientists, even though we really don’t know what it means to be a proper scientist
yet, by being very, very skeptical. I mean, like, cynical. Mistrusting. Doubtful.
We will try to understand the Laws of Thought in some sense that doesn’t require
words or other symbols by chopping the words themselves apart and attempting

to realize the concepts in a way that is more existential than analytical.

To put us into the proper frame of mind, let us begin by doubting all of these
Laws. The fact that they are usually presented as self-evident truths should not
deter us. First of all, they are not self-evident truths — we haven’t even figured
out what they mean as they are expressed in English (or for that matter in Greek,
or Hindi, or Hopi) Second, a point that will be relentlessly hammered in this
text is that historically, a tremendous number of advances in e.g. mathematics,
physics, psychology, sociology, and really pretty much all of human intellectual
endeavor have come about when people rejected “obvious truths” and explored
the consequences of alternative “truths”. Being a physicist and knowing way
more than is good for me, I can even express why this is so in terms of optimization
theory on a rough (non-convex) landscape “Truth” is often analyzed in some

MFrom [Alice in_Wonderland, in case you forgot...

5Ho, ho, ho. Like you aren’t reading this book...

Y6Sorry, but I'm a metaphor fanatic, largely because human language is so marvelously non-
linear and compressive. You will just have to live with this, or go buy a book on Logic and Set
Theory and work out about umpty zillion empty theorems that, when they are done, tell you
nothing about the real world you live in beyond what you already knew...

"Wikipedia: |http://www.wikipedia.org/wiki/Sapir-Whorf hypothesis] An important ques-
tion in the Philosophy of Mind or Philosophy of Language is to what extent our conceptual-
ization of the Universe is shaped by our language (and other “learned” filters). The famous
“example” of this is Whorf’s analysis of the Hopi language (although there are many other re-
lated analyses that have now been performed for many other languages) where he asserted that
an individual raised to think in Hopi might have an easier time understanding, say, Relativity
Theory because linguistically time is treated in exactly the same way as space, where in English
the concept of time is built into verbs and sentences as tense.

18Wikipedia: |http://www.wikipedia.org/wiki/Optimization (mathematics)| Yes folks, you
heard it here first. Your language, your personal axioms, your beliefs all give you an un-
derstanding of the Universe that is a solution to a generalized optimization problem in a very
high dimensional, very abstract space.
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2.2. THOUGHT AND THE JOY OF SETS 41

convex region of this “logical landscape” in such a way as to effectively “lock”
analytic conclusions in some reasonably self-consistent way to some optimum,
where making small changes in some logical argument yields immediate change
away from optimal truthines@ , allowing proponents of the accepted optimum
to assert its obvious and unquestionable correctness.

However, then along comes an iconoclast who makes a “long jump” in the un-
derlying propositional space on the basis of some heretical intuition or another,
and the next thing you know all of human understanding is reorganized around
a new optimum — at least until the next brilliant iconoclast comes along. Hence
the Copernican/Galilean revolution, hence the Newtonian (classical) revolution,
hence the non-Euclidean and non-Aristotelian revolutions, hence the ongoing
Godelian revolution, hence the Relativity revolution, hence the Quantum revo-
lution, hence.... you get the idea.

Interestingly, as a teacher and researcher, I have long observed that it is
dangerous to know too much about any subject if one wishes to advance that
subject, just as (paradoxically enough) it is dangerous to know too little. For
example, physics (say, classical Newtonian non-relativistic physics) is generally
presented to impressionable young students in an overwhelmingly logical way.
A logical calculus of being is developed and carefully connected to everyday
observations. Objects are assigned coordinates and causality is formalized in
terms of differential equations of motion that are so overwhelmingly perfect and
internally consistent that the observation of an incredibly strong correspondance
between this system and everyday experience seduces the mind into saying “Ahal
This is it! Truth!”

If this isn’t enough, we enlist the Brain’s own biochemistry and hormonal sys-
tem, designed to help us survive in a hostile world where fight or flight can become
necessary at any moment by punishing and rewarding students to a greater or
lesser extent in the various versions of Academe around the world according to
how well they master this system via conditioned learning as if it really were
Truth.

But of course it is not, only an approximation that appears to work because
of the relative scale of a single constant, because of our silly insistence on viewing
time as an independent variable indexing causal time evolution instead of a spa-
tial coordinate of essentially static events, because of our insistence on the idea

YWikipedia: |http://www.wikipedia.org/wiki/Truthiness.] The link in case you’ve never
watched The Colbert Report on television. We discuss the notion of truthiness itself below,
so you don’t really need to go read this before proceeding.


http://www.wikipedia.org/wiki/Truthiness
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that “objects” exist at all at specific points in space and time with certain “obuvi-
ous” requirements of continuity on the underlying functional description of that
“existence”. All of which, alas, turns out to not be the case@ Small wonder,
then, that we have to wait for students to come along who are a bit lazy, who are
rebellious, who are too stubborn or stupid to be properly conditioned, who are
unafraid to go all the way back to the beginning and start over making different
basic assumptions in order to precipitate one of these conceptual revolutions@
That which is imagined to be “known” is a trap to our imagination from which
we can escape only by dint of immense effort and a certain amount of pain.

When it comes right down to it, Truth is pretty much Truthiness. Truthiness
is a quality of knowledge assigned on the basis of intuition or instinct — “from
the gut” — instead of on the basis of rigorous logical analysis and connection to
things like facts. Very shortly we’ll have you hanging out over the existential
Pit of Despair, where we will make the true but unprovable assertion that logical
analysis and what we consider to be “facts” are inventions of our intuition, possi-
bly supported by our instincts, and hence logical analysis itself is illogical. With

that understoodtq we will now proceed to analyze the truthiness of the Laws of
Thought.

What kind of beast, we might start by asking, are these Laws? No matter
how self-evidently correct you might imagine them to be, ultimately they are
semantic assertions in a language, and (like thought itself) exist only in the
realm of our imaginations. To “do” anything with them we must imagine a set
of definitions and a formal reasoning process in a symbolic language in which
the Laws are assumed to be constraints on the symbolic objects about which we
wish to reason. Ultimately, such an imaginary reasoning process will take a given
set of imagined (and hence conditionally true) premises and reason “correctly”
according to the rules to some given (necessarily conditional) conclusion, where
we defer until later just what this process is and how it works.

20The Politically Correct way of gently saying wrong, wrong, wrong.

2'Wikipedia: http://www.wikipedia.org/wiki/Einstein.| Which is not really lazy at all, hm-
mmm. Einstein was, in fact, considered both lazy and rebellious by his teachers who couldn’t
understand why he didn’t give a rodent’s furry behind for most of what they “insisted” that he
be drilled in in school. Really, one can go down the list of philosophical revolutions and find
a lazy heretic iconoclast behind nearly every one. This is the tragedy of Aristotle and Euclid
and Newton — their contributions, however awesome and majestic, didn’t come with a warning
label that they were just one small step on a path that we are making up as we go, don’t take
this too seriously, let the buyer beware!

220r not. Don’t worry about it yet. Hopefully you will, eventually.


http://www.wikipedia.org/wiki/Einstein
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Since we are making the whole thing up in our heads, we can therefore per-
fectly reasonably ask whether or not we can equally well think up other defini-
tions and rules for a a symbolic reasoning process constituting Laws of Thought
in which the imagined objects of the reasoning process are not required to strictly
either “be” exclusively or “not be”, with no middle ground possible. Maybe we
can, maybe we can’t, but there is no harm in trying.

Although we won’t discuss the details until later, we already have what we
need to develop the primary ideas of this book, neatly captured in the observation
that the process is tmaginary and truths are at best conditional. This means that
there is a fundamental rational disconnect between abstract rational systems and
the real world that can only be bridged by means of a system of axioms that

permits us to relate our symbolic conclusions to our instantaneous experience.

Subject to this whole raft of assumptions, if you are reading this at all you
are old enough and wise enough to know that the real reason we adopt the Laws
of Thought is that they seem to work to describe our experiences trapped as
memories of that which we call the “real world”. It seems worthwhile then, to
look at some of the details of that real world as revealed by our experience in the
form of experiments, as well different sorts of experiments with alternative forms
of reasoning systems. Our goal will be to see whether the Laws above are really
assumptions or whether they are instead necessary truth — not assumptions at
all, but rather things that cannot be conceived of as being any different.

Let us begin, then, by looking at a wee bit of physics.

2.2.1 Quantum Theory and the Laws of Thought

The Laws of Thought above are essentially classical laws. They describe objects
in an essentially unitary way, and embody a perfectly dualistic classification of
all the objects to which they can be referred. Things that are, are. Things either
are or are not, and must be one or the other (whatever a Thing is and whatever
all that “means”).

For a moment, let us forget the “game” of logic and use our senses instead of
our sens@. Is nature (as an inferred collection of of real Things) really like that?
In classical physics the answer seems to be yes, things have a definite state and
that state can be (in principle) completely known by means of measurements. I
can therefore speak of (say) an electron as an object of definite charge, angular

23Really, of course, one has to use a great deal of both to figure out the various factoids I
pitch around in this chapter, but I couldn’t resist the line.
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momentum and mass that has a definite existence at a definite position in space
at a definite time with a definite velocity. According to the Laws of Thought, a
unitary object cannot be at more than one place at one time, and most definitely
cannot be “created” out of nothingness — in fact this was quite literally one of
the first conclusions arrived at by Parmenides and embraced by Aristotle.

Nature, on the other hand, says otherwise. In quantum theory (which I
occasionally teach) real “things” such as electrons can “be” at once a particle
with particle-like properties and a wave with wave-like properties. By coupling
macroscopic systems to the peculiar way things like electrons are necessarily
described, Schrodinger’s famous cat in its infernal box can in principle be in a
stajé that must be described as both dead and alive, at least until we open the
bo

Even if the idea of building a box containing an apparatus and cat that is
sufficiently decoupled from the random state of the rest of the universe to make
this actually work is a bit dicey (I personally do have a few issues with this, as
do/did many physicists including for that matter Schrédinger himself) the basic
point is still valid at the microscopic level: if one makes any given partitioning
into a dualistic set of states that are described by classical coordinates of the
electron to whatever degree that you like, one must place the electron into a
state of mized being/not-being in another set of states%

We find that even though the electron is a point particle that can be measured
(in principle) to be at a single point in space as accurately as we like@7 in general
we cannot think of the electron as an object that is either at point x = A or at
point x = B where A # B, or (perhaps more importantly) reason as if it were.
The point-like electron is also wave-like, and can be thought of as “being” at

24Wikipedia: http://www.wikipedia.org/wiki/Schrodinger’s Cat]I tell you, cats and philoso-
phers have a sorry history together. Schrodinger’s “infernal device” is just one example. An
ancient Zen Master told his surrounding students that if they couldn’t answer one of his silly
Zen Koans he would cut in half a perfectly inoffensive (but handy) feline. Naturally, they failed,
and so did the cat.

I promise, the only cats injured in the writing of this book were metaphorical ones.

25The difference is profound — later we will get a taste for this by considering quantum versus
classical computing, where there are very strong connections between computatability and logic,
and where being/not-being is replaced by a more prosaic truth/falsity as represented by 1/0.

26Well, possibly not. But the failures either aren’t germane to the argument or if anything
make them still more cogent, as we’ll shortly see. In any event, infinite resolution requires an
infinite amount of energy. Our current belief that the electron is a truly point-like particle stems
from the extrapolation of finite measurements to a presumed infinite limit and the problem of
needing to figure out what holds an electron (or any “elementary particle”) together if it has
finite extent.


http://www.wikipedia.org/wiki/Schrodinger's Cat
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both points until one performs a special kind of measurement that localizes it,
which makes some other coordinate uncertain. There are two-slit experiments
that have been done with actual electrons that perfectly illustrate this point, as
well as the even more mysterious Aharonov-Bohm eﬁ“ect@ .

In quantum field theory things are even worse, with empty space being per-
fectly capable of turning into an electron and positron pair for a sufficiently brief
period of time to “polarize the vacuum”. Certain experiments (the same ones
that often try to localize an electron by for example bouncing other charged
particles off of it) can knock pairs out of the polarized vacuum, creating electrons
out of one kind of “nothing”, as it were. Existence itself (of electrons) turns out
to be a wee bit ambiguous from the point of view of the laws of thought, yet
these things are all readily observable so that we know that in some sense this
ambiguous picture is “true”.

For many years some of the brightest of physicists rejected the formulation of
quantum mechanics even though it worked and nothing else did simply because it
appeared to be a description of a system’s state that permitted things to “be and
not be” and hence seemed as if it might lead to the possibility of real paradoxes
in our experimental view of nature. However, it was gradually determined that
quantum mechanics has its own Laws of Thought that map into the classical
Laws in a way that precisely prevents the occurence of real paradoxes, even as
it forces us to alter the way we view small objects such as nuclei, atoms and
molecules. The quantum Laws simply lack the classical “sharp” dualism implicit
in the Law of Contradiction and the Law of the Excluded Middle in certain
contexts with a “fuzzy” sort of dualism between conjugate variable pair@ . Our
brains, however, are evolved to form a classical conceptual map, and have a very
hard time understanding how a single particle can pass through two slits at once
or have properties that measurably change if we change a potential in a region
where the particle never visits.

Quantum theory can therefore easily appear to be illogical to an untrained
observer (and of course it is, from a classical point of view) but the lesson we learn
from its success and from mathematical investigations of things such as curved
space geometry and alternative logical systems is that the Laws of Thought
above, however useful in certain contexts, may not in fact be “universal self-
evident truths”.

2"Wikipedia: http://www.wikipedia.org/wiki/Aharonov-Bohm effect.

2¥Wikipedia: http://www.wikipedia.org/wiki/Heisenberg Uncertainty Principle] Conjugate
variables are things like x (position) and p (momentum) which cannot both be known (mea-
sured) simultaneously to arbitrary precision.


http://www.wikipedia.org/wiki/Aharonov-Bohm effect
http://www.wikipedia.org/wiki/Heisenberg Uncertainty Principle

46 CHAPTER 2. THE LAWS OF THOUGHT

Don’t misunderstand me — the Laws of Thought are rules that work well as
the basis of a system of reasonably consistent and complete reasoning that is a
posteriori relevant to much of our experience. They might, however, not be the
only such set of rules, and (as we’ll discuss at great length later in this work) the
phrase “reasonably consistent and complete” (as opposed to absolutely consistent
and complete) was very, very deliberately chosen. Therefore, even if we accept
them as a provisional basis for reasoning (as we will throughout most of this work)
we need to carefully consider the possibility of there existing alternative systems
of reason all the way down to the Laws of Thought themselves, and indeed try
to determine an even more abstract way of encapsulating the foundation of a
system of reason.

A final thing to carefully note for later before moving on is that these Laws
seem only to function in that peculiar sixth realm of our sensory experience,
our memory, imagination, and other Self-generated interior monologue. Reason
requires an object, where “things” of our experience just “are”. Hmmmm.

The process of critically examining the very basis of how we “think” rationally
is something to take very seriously. Reason is so much a part of our everyday
lives that it cannot hurt to turn reason back upon itself (a process that we should
expect to lead to some “odd” results and paradoxes, as self-referentiality leads to
very strange results) and try to understand both how it works and its limitations.
Human conflict is all about disagreements and somehow we think that if only
we used Spock-like logi@ there could be no disagreement, no contention, no
violence, no war. We expect reason to be able to provide answers to those SUW-
class questions that arise in every human heart, and we expect philosophers to
“do the job we’ve paid them to do” for a few thousand years and come up with
those answers and communicate them in a form we can understand and agree on.
After all, we have plenty of folks selling various forms of snake oil, be it religious
dogma or political tripe, who are all too happy to fill in the missing pieces to our
great collective misfortune.

A significant part of this book is devoted to trying to convince you@ that
pure reason is a subtly flawed tool, especially when applied uncritically to the
“big questions” of the last chapter. Reason is great if you are a physicist or

29Wikipedia: http://www.wikipedia.org/wiki/Spock.| If you’ve never seen any of the original
Star Trek series and are clueless about Spock, you have my deepest sympathies, but you can
still follow this link to get an idea of what I'm talking about.

30T will refrain from asserting that I “prove” anything at all beyond any doubt for “reasons”
that are hopefully already self-consistently clear. It’s so difficult to be rational about reason,
after all.


http://www.wikipedia.org/wiki/Spock

2.2. THOUGHT AND THE JOY OF SETS 47

computer programmer or mathematician and work from the right set of axioms,
postulates, premises, definitions, to desired conditional conclusions that may or
may not empirically seem to apply to the real world for reasons that we cannot
absolutely prove or fundamentally understand.

Reason, as one can easily see, requires a presumed mapping between “ob-
jects of our sensory experience” (including meta-objects as symbols in our imag-
ination) and “meta-objects as symbols in our imagination” that can never be
justified by reason itself and is inevitably self-referential. However rigorous and
powerful a structure reason erects on whatever foundation of assumptions one
(literally) dreams up, reason itself can never provide or justify that foundation
(or do the dreaming!), and self-referentiality leads to its own set of problems as
we shall soon see in considerable detail.

With this as a motivation, let’s take a closer look at the classical Laws of
Thought listed above and think about the details of what they say and try
to make sense of them in Englis@ as all too often we have discovered that
statements in human language are not sufficiently precise to serve as a basis for
the development of either math or science. Note well that I used the phrase
semantic assertions to describe at least two of these laws. Without wishing to
get drawn into the morass of semantic terminology@ @ — semantics is about
meaning, and is more often than not associated with “what symbolic objects
represent” distinct from the class relationships that are asserted to exist between
the symbols as representatives of those objects.

With this in mind, the Laws of Thought appear to be used as the basis for
establishing relationships across all symbolic mappings (symbol into meaning
with associated functional relationship) in some Universe. This needs to be
clearly understood. They serve as presumed constraints on both the (semantic)
symbolic mappings and their “classification” by means of rules, and yet appear
themselves to be rules applying to the union of all symbols and presumably to the

31Yeah, yeah, yeah, Parmenides wrote in Greek, things get translated to Latin, eventually
folks write about them in English, who knows what was originally meant. Who cares? We
happen to be reading a book that was written in English, don’t we, so let’s just smooth down
those ruffled feathers and move on.

32Wikipedia: |http://www.wikipedia.org/wiki/Semantics.| This is a decent place to learn ex-
actly what “semantics” really is, if you care. Or you can take my word for it that semantics
is all about the true meaning of the symbols used in reason, the map that is not, in fact, the
terrain. Ooo. More on this later.

33Wikipedia: http://www.wikipedia.org/wiki/Semiotics.| You might also want to read a bit
about semiotics, although it is more concerned with “human” communication and reason than
set theory or information theory, alas. Still, you'll often hear both of these terms bandied about
as if they are important to whatever “thought” turns out to be.
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“objects” to which they are referenced in the dictionary defining the mapping.

Classification in the abstract can be viewed as grouping into sets. This leads
us to ask: is there is a way of viewing the Laws of Thought themselves as
statements associated with a symbolic set theory stripped of (almost all) their
semantic content? This is the topic of the next chapter, but first let us try to
deconstruct the English and abstract the meaning as best we can.

As sentences, the assertions are very simple. They contain nouns: “What-
ever”, “Nothing”, and “Everything”. These are clearly class or set delimiters,
but of the most dangerous kind. “Everything” in particular suggests that the
laws of thought apply to ob ject@ drawn from a Universal Set. “Whatever” then
refers to any object drawn from that set, which is straightforward enough.

“Nothing” is even more dangerous a concept than “Everything”, however,
as it has two possible meanings! One meaning might be “The complement of
the Universal Set”, which is usually taken to be the empty set even though,
for a set theory to be truly closed, the empty set is itself an object of sorts in
the set theory (which is a problem that can lead to certain famous paradoxes
unless the set theory is carefully axiomatized to avoid them). The other meaning
might be “Not a set at all, including even the empty set”, effectively creating a
“complement” to the Universal set that is not the empty set.

In set theory and mathematics, “Universal Sets” are very, very tricky@ .
They become even trickier when the Universal Set in question can be embedded
inside a larger set as a subset. For example, the set of all integers can be viewed
as a Universal Set for the purposes of discussions in e.g. number theory, but is
a particular subset of the set of all rational numbers, which in turn is a subset
of all real numbers, which in turn has an interesting relationship to geometric
algebras and manifolds — e.g. complex or quaternionic numbers, two, three, or N
dimensional spaces. Oh, dear! It turns out that there are an infinite number of
ways “the integers” can be viewed as particular subsets of “larger” sets (whatever
the latter might mean).

Ifthe Universal Set in question is just the integers, what exactly is the comple-
ment? It might be the empty set of integers (a list of integers with no members),

all non-integer real numbers, all complex numbers that are not, in fact, a real

3*Without getting into any sort of debate over what a “thing” or “object” is, mind you.
For the purpose of this discussion, it is essentially a unique label or algebraic symbol that can
be assigned any semantic meaning we like if we are asserting that the laws of thought are to
be truly universal or at least a constraint on the statements concerning relationships between
objects in the Universal Set.

35Wikipedia: http://www.wikipedia.org/wiki/Universal set.
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integer, or it might be not a number at all, it might be “Nothing” (in the set
theory). Which of these is used depends on what one wishes to do with one’s
reasoning process.

Our difficulties are not over. In addition to these apparent implicit references
to a Universal Set, the laws of thought contain various present tense forms of a
single verb construct: “(to be able) to be”. Leaving aside the notion of being
“able” to be something per se as irrelevant@, “being” itself is the core relational
concept in both of the non-tautological assertions. This is rather shocking, really,
as the English notion of being is a very subtle concept with all sorts of baggage
brought over from inferences made on the basis of experience. In mathematics
there is no such concept, really, as everything one manipulates is fundamentally
“imaginary”, not in the sense of complex numbers but rather in the sense that
the “objects” being manipulated are symbols in our imagination. There is no
such thing as “the number one”; it is only an idea, it has no being except as
an idea. There is therefore a significant disconnect between the term “being” in
English (or for that matter, in Greek!) and any sort of concept in e.g. set theory.

In my opinion, the only way this word can make any sort of sense in both
worlds is if a set object is considered to “exist” if it is “something” — an object
drawn from some presumed Universal Set. The most important kind of existence
will be experiential, existential existence — the real existence of real “things”
whatever they might turn out to be, and which include the symbolic objects of
our experiential imaginations. It will be vigorously asserted in the next chapter
that this mapping (to produce a consistent logical system at the end of it all)
requires that the complement to the Universal Set be not a set at all (including
the empty set) and that both “Nothing” and “non-being” refer to this sort of
complement, not the “mere” empty set within the Universal set.

2.3 Assertions and Experience

The key point, however, is that even in our discussion of the Laws of Thought
themselves, we are constantly making assertions — statements that are not them-
selves provable by means of reason — no matter how we proceed, as in order to do
so reason would have to turn and act on itself. We might well be able to construct
a “rational system” on top of different Laws of Thought. Even if we do make the
somewhat arbitrary decision to use the Laws of Thought that do include both

36The original Greek actually was closer to “being is” anyway, not that we care as we analyze
the English forms.
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the laws of contradiction and excluded middle, the result, expressed in human
language, is not unambiguous. There are multiple ways they can be mapped
into e.g. set theory or number theory with different (equally “valid” and even
useful) interpretations of the terms. Some mappings, especially self-referential
ones, may well get us into trouble with consistency and completeness, as we’ll
see later. Ultimately, choosing this particular pair of assertions and defining just
what the English words used mean has the effect of defining a particular kind of
“Universe” and restricting our symbolic reasoning process to that Universe (and
possibly to certain classes of super-set-Universes that contain it), for better or
worse.

There is one last point we absolutely must make before proceeding to ex-
amine set theory per se and explore these ideas in more detail. To each of our
human Selves (presuming for a moment that you are not a space alien or very
smart canine reading this text) the thing we call “being” in English is strictly
an experiential state. To each of us things “are” only to the extent to which our
Self individually and instantaneously is experiencing them.

Our linguistic symbolic reasoning process most often refers, however, to ob-
jects that are assumed to have an independent external reality that lives outside
of Self. Yet the reasoning process itself manipulates “things” that in fact do
not exist in that we are not directly experiencing them by means of our external
senses. Our assumption of the “reality” of these objects and the validity of the
relationships we wish to assert between them is based on memory and inference,
where memory itself is an experential state in the now that references sementic
objects from a presumed past!

Time therefore comes into the rules of logic in a very, very dangerous way,
dragged in by the existence of implicit tenses of the verb “to be” that is usedé.
Objects have being in English when they possess properties such as temporal
persistence. Suddenly we find that our Laws of Thought beg many questions by
de facto imposing an implied spatiotemporal geometry (where we might as well
grab space as well as time to have a place to put “Everything”).

It is interesting to note, before we conclude, that the Laws of Thought are the
basis for the fundamentally dualistic Western philosophies, “to be or not to be”
is indeed “the question” when we expect that every proposition we might make

37 Again I’ll treat you to a bit of insight from physics. Time is not what you classically and
human-experientially think it is, at least not if you accept the extremely rational and well
reasoned and in fact mathematically precise conclusions of the theory of relativity, for which
there is a wealth of empirical evidence and which also is such a beautiful theory that it is difficult
to imagine it not being at least one part of what is true.
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to be definitely either true or false. Einstein himself wanted that dad-blamed
electron to really be at one and only one position, regardless of whether or not
we could know what that position was. Yet when we pass from the relatively
sterile realm of symbolic reasoning, through the semantic intermediary process
of mapping out relationships between symbol and object, to the point where the
results ultimately apply to the semiotic conceptual relationships in human affairs
expressed in real languages (where we certain wish to be able to use language
as a tool for or as the basis of reasoning), we learn that according to the Rules
of Real Life contradictory things and paradoxes exist all the time as perfect
understandable expressions in language.

For example, we almost certainly know some “wise fools” (and might even be
one ourselves, or be married to one). It is interesting to note that oxymoronic
constructions play a critical role in the koans of Zen, and that Zen logic (such
as it is) has recognized the non-dualistic interpretation of “Nothing” as “Not in
the Universal Set” since long, long before the development of formal set theory.
These will be quite important in the poetical (not logical) development of the
themes (not theorems) of this book.

The existence of wise fools is doubtless related to how absurdly easy it is to
argue about nearly anything and sound perfectly reasonable on both sides while
doing so (a favorite game of philosophers from the time of Socrates through to
the present). We’ll have a lot of harmless self-referential fun with oxymorons
later.

At this point we're far from done with picking on reason, and will eventually
take alook at e.g. “General Semantics”@ and the fundamental problems of trying
to reference complex time dependent composite objects in terms of single collective
symbols in a reasoning systems, the problem with perception vs a presumed
reality, and of course axioms. First, however, let’s think about sets. Stripped of
annoying features of human language and time-perceptions, it seems like the laws
of reasoning are in fact the beginning of, or at least could be formulated within,
an abstract set theory. Set theory is pretty cool stuff, so maybe we should take
a look at it in more detail...

38 Wikipedia: http://www.wikipedia.org/wiki/General Semantics] Gawds, you are doubtless
saying by this point, is there anything that cannot be referenced at the introductory level,
with lovely links through to more advanced stuff, through the Wikipedia? The answer is
asymptotically approaching “no” in the limit as fast as some of the world’s brightest and most
altruistic people can make it so...
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Chapter 3

Formal Set Theory

3.1 Naive Set versus Axiomatic Set Theories

Set theory is often viewed as the “mother of all mathematics”. Much mathe-
matics can be cleanly and axiomatically developed beginning with axiomatic set
theory and then associating axiomatic rules to suitably defined sets and construc-
tive relations. As suggested in the previous chapter, since the Laws of Thought
sound a lot like statements in set theory and are the basis for the formal study
of logic, it seems as though logic itself may be expressible in terms of suitable set
relationships. The motivation for this is subtle. Historically, formal set theory
came last, but the three form something of a tail-biting dragon. However, the
symbolic language in which the laws of thought are expressed clearly came first,
and already explicitly encoded an existential set theory that is the foundation of
all human understanding as it is the basis of generalization and induction and
ultimately, deduction.

I would therefore argue that set theory in actuality came first as it literally
co-evolved with our generalizing human brains and a spoken language. All nouns
essentially are symbols associated with sets of “things” that we group together
on the basis of our perception or imagination of the real world, establishing an
existential set theory and associated linguistic algebra with set-labelling words
like “tree”. It simultaneously developed a vast range of associated set selector
and set transformation terms, e.g. adjectives, adverbs, and verbs.

Green trees take the set of all trees and extract the subset that are also
“green” (where the adjective itself has a different meaning in reference to trees
than it might in reference to a piece of paper, or a human face, or a piece of
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glass, or the wavelength of light). We can cut down the green trees, transforming
a subset of all uncut green trees to a subset of all cut green trees, and further
transform the trees to wood, to fire, to ash, to furniture, to dirt. It is important
to remember that as this development of language was going on that permit-
ted us to create a wvirtual image of a perceived external reality and symbolically
manipulate it within the mental realm, that realm itself was also co-developing.
Whole regions of the brain developed that are devoted to processing language
and (especially) visual imagery, to automatically transform sensory input into
neurological set representations. There is a strong temptation to get lost in the
subject of how neuroscience, cognition, and language intertwine with evolution
(something that is almost universally ignored by the mathematical philosophers
that dominate the discussions of set theory) but we will bravely resist i

To fully understand the laws of thought, then, (which originally applied far
more to trees than they did to arithmetic or geometry) we need to analyze their
relationship to the existential theory of sets implicit in language itself before being
formalized only a bit more than 100 years ago. We need to consider them from
a semantic point of view as they really form an important part of the way our
minds work without getting lost in a forest of contingent truths or assumptions

— axioms.

At the same time, we need to keep the analysis consistent (more or less) with
the formal development of set theory. The reason we are willing to settle for
more or less is that even fairly careful set theory formulations are plagued with
pamdoxefﬁ and antimom‘e:ﬁ . When given a choice we will always elect a path
that allows us to express the laws of thought in terms of sets in a way that most
closely resembles their use in language and thought itself without worrying too
much about formal symbolic logic or mathematics. As we shall see, this approach
leads us to an existential view of naive set theory that is somewhat at odds with
its more formal, axiomatic development but which clearly expresses the use of
thought to analyze the real world, if not mathematics.

We adopt the point of view that no matter how you approach it, the de-
velopment of mathematics requires axiomfﬂ. In order to develop it from set

'"Here and now, at any rate.

2Wikipedia: http://www.wikipedia.org/wiki/Paradox.| Yes, you know the word, but the word
has a fairly specific meaning in the context of mathematics and set theory.

3Wikipedia: http://www.wikipedia.org/wiki/Antimony.| Points where two laws — things that
we cannot easily imagine being different — lead to contradictions within a theory that uses those
laws in its development.

4“Where we deliberately defer discussing just what an axiom is for several more chapters,
sorry. You can always look ahead and come back...
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theory or analyze it in terms of set theory it is not unreasonable for the set the-
ory to acquire axioms which are then inherited by the mathematics. However,
mathematics already existed and had axioms of its own before the invention
of axiomatic set theory and retains some of these axioms even when developed
from set theory. This has lead to some famous antimonies and a fair amount of
(sometimes passionate, always entertaining) conflict.

However tempting it is for us to dive right in and join this fray, doing so
would be a major distraction for us (and would consume half the book or more
right there, as there is a lot of discussion on all sides of the issue, some of it
overwhelmingly technical). We will therefore do our best to remain somewhat
aloof from this debate by borrowing ideas from modern set theory without getting
buried in its azioms or paradozxes.

Still, it will be difficult for is to do this (especially to do this without irri-
tating mathematicians, mathematical philosophers, set theorists, and scientists)
without some sort of review of the development of modern set theory, if only so
that we can properly attribute ideas to their originators. We therefore will begin
with a wikinote-dense short course in set theory. Or even a rather long course
— Wikipedia’s set theory offerings have more than doubled in number and depth
since I began this project. We may well omit some critical reference or point of
view or another in the process, but we will trust Wikipedia to ultimately balance
this out with its rich set of crossreference links for those who really care to pursue
it.

In that spirit, let us note that there are two general approaches to set theoryﬁ
. The first is called “naive set theory”ﬁ and is primarily due to CantOIﬁ . The
other is known as axiomatic set theor or (in one of its primary axiomatic
formulations) Zermelo-Fraenkel (ZFC) set theoryﬁ . These two approaches differ
in a number of ways, but the most important one is that the naive theory doesn’t
have much by way of axioms.

We need two more results from existing set theory before proceeding. Both

SWikipedia: lhttp://www.wikipedia.org/wiki/Set Theory.

SWikipedia: http://www.wikipedia.org/wiki/Naive Set Theory. This of a shy, blushing, Set
Theory, one that isn’t scarred enough by bitter experience to be trusted out on the street. How
charming]!

"Wikipedia: http://www.wikipedia.org/wiki/Cantor.| A Very Smart Guy. He pretty much
defined infinity as we know and love it today.

8Wikipedia: http://www.wikipedia.org/wiki/Axiomatic Set Theory.

Wikipedia: http://www.wikipedia.org/wiki/ZFC.| This is real mathematics and not for the
faint of heart. In fact, this can be made into a foundation of real mathematics as a constraint
that strongly influenced its choice of axioms, not to mention its axiom of choice.
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are associated with work done by Von NeumannE Von Neumann managed to
create, for at least certain kinds of sets, a transfinite recursion of the generation of
set objects that collectively are called a power se that formed a Von Neumann
Umvers .

The power set, in particular the set of all subsets of an actual existential
Universe of objects, will be a key element of our discussion of the laws of thought.
We will keep all subsequent discussion of the laws of thought carefully grounded
in reality in this way, and only later will we worry about paradoxes and formal
developments in axiomatic set theory and number theory and the like. As we’ll
see, there are tremendous advantages to be obtained from doing so. For one,
we can keep the whole discussion “naive”, indeed naive at the pre-Cantor non-
axiomatic level. For another, we’ll see that in an existential set theory of this
sort, perhaps unsurprisingly, paradozres cannot happen. At least we hope so.
That’s the whole point of the laws of thought, after all.

3.2 The Power Set

The power set will be a major component of our connection between sets and the
laws of thought. While we will carefully avoid getting lost in too much algebra,
we’ll find it convenient to give them their own symbol and algebra if only to
simplify the text itself. We will therefore call the power set II and refer to the
power set of a set S as II(S). We will also need to think about the power set of

a power set and so on:

As it is our plan to consider thought only in the context of the real Universe
we need a very concrete set to play with to figure out what II is and how it works.
Consider, therefore, the set consisting of four cards pulled out of an ordinary deck

1OWikipedia: http://www.wikipedia.org/wiki/Von Neumann.|A man who was a giant in both
mathematics and computation.

"Wikipedia: http://www.wikipedia.org/wiki/Power Set.,| This is the set of all permutations
of objects drawn from a a given set, the set of all subsets of a set.

12Wikipedia: |http://www.wikipedia.org/wiki/Von Neumann universe,| This is a class of sets,
a hierarchy of sets that are generated by transfinite recursion of the power set from the empty
set. It is extremely useful in the development of arithmetic from set theory.
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of playing cards. To make differentiating easy, we’ll pull out the four aces and
consider each card to be labelled by its suit.

Our toy set is thus:

s—{[#l[&l[@1[3]} 5

and the various subsets of this set make up its power set II(.S), the existential
set Universe for these four set objects.

Here is a listing of II(S) formed from the permutations of the four symbols
taken 0 to 4 at a time (where order doesn’t matter and each object can only
occur once in a set):

(s) =

—
—
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where the first entry is the empty set about which we will have much to say
later. In general there are 2€ such permutative subsets, where C' is the number
of elements in the original set S, called the cardinality of the set.

There are two general kinds of things we can “do” algebraically with II(.S) in
terms of thought, reason, and language. One is that we can identify particular



58 CHAPTER 3. FORMAL SET THEORY

sets from II(S) by means of a suitable predicate expression. For example, I can
“create a set that has one card that is a black suit and is not a spade” to uniquely

define the set {E}

There will often be many ways to create a predicate that specifies a single
subset from the power set, but there is one way that always will exist. We can
always specify the subset by explicitly specifying the list of its member. We
will call this method “identification” as it appears to be somehow related to the
law of identity. Note that we use identification of the elements of the original
set S, plus the processes of permutation and union to generate I1(S). It seems
difficult to imagine — literally — working with a set whose members cannot be
identified independent of predicates used to describe them.

The second kind of thing we can do is to identify (in precisely this sense or
via predicates) particular sets of subsets drawn from the I1(S). If we specify (for
example) “the set of all sets in II(S) that contain a heart” we end up with:

() BE) O E) @6} @EE)
PR} ©OE) @EEE)} e

Note that there is no way to collapse or reduce this to a member of the original
power set. Each of these sets is an object in its own right that satisfies the
criterion for selection.

This set of subsets (drawn from I1(S)) is itself a subset from a set of subsets
of the subsets of the original set . Clearly this set is I12(S). There seems to
be no reason we cannot similarly recursively generate I1"(S) for any finite n by
iterating the process of making I1"*1(.S) out of the sets generating by permuting

the members of II"(S) taken from 0 to the cardinality of time .

Of course, this process scales fairly agressively. We cannot actually draw even
I12(S) because the number of elements in it is 22* = 216 = 65536, and the number

4
of elements in the I13(S) is 22° = 265936 and so on. However, if the cardinality
of the original set S is finite, so is the cardinality of the II"(S) for any finite n.

13We will ignore for the moment the issue of how to deal with “continuous” (non-denumerable)
sets. After all, in any interval of the real line there are an infinite number of points, and we
surely cannot list them all. In fact, we cannot list a nonzero fraction of them, and we can think
of infinitely many ways to generate infinite lists of points that cannot be listed. Hmmmm.

1Sorry about that. I'm pretty sure that this works out to make sense, if you work at it...

15Wikipedia: |http://www.wikipedia.org/wiki/Natural number] A very similar construction,
starting with the empty set {} being equated with 0, is one way of relating natural numbers
to sets, where every natural number is recursively linked to a set consisting of all the sets that
preceded it.
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It’s just large.

This may seem like a rather lot of complexity —in only the third level power set
we already have considerably more objects than atoms in the physical Universe,
for example, and it was only four cards! However, nothing less will do, as the
answer to any set theoretic question we can ask must lie therein. Fortunately for
us all, in the physical Universe a great deal of this complexity can be compressed
by the human mind into structure.

We have already performed such a simplification — imagine if we specified S
in terms of the very large set of molecules that make up the cards, of the even
larger set of atoms that make up the molecules, of the larger still set (call it, say,
Se) of of elementary particles (electrons and quarks and the various field quanta)
that make up the atoms and their nuclei. The first level power set II(.S.) would
contain many absurd (non-physical) subsets, but it would also include subsets
that contained just three quarks and an electron, which on a good day could
take on a new name: a “hydrogen atom”. Indeed, follow the process of forming
power sets forward, we will discover therein sets of sets of elementary particles
that aggregate into other atoms, sets of sets of sets that aggregate into molecules,
and so on up to cards.

So each of our cards is actually internally organized into structures that can
be treated as independently identifiable subsets, themselves aggregated into inde-
pendently identifiable subsets, all part of a whole hierarchy of I1"(S,). The card
is just one out of a wery large number of such subsets, with all sorts of internal
symmetries. The count of permutations, and permutations of permutations, etc.
scales up extremely rapidly, which is why statistical mechanics works as well as
it does in physics. There is no infinity there, but there are plenty of finities that
(as I like to tell my students) are really good friends with infinity, their children
play together, every now and then they all get together at infinity’s house and
drink a few beers.

We are therefore fortunate indeed that the human brain more or less auto-
matically makes this sort of hierarchical decomposition when confronted with
permutative power set-theoretic information that even at the first or second lev-
els causes our internal number-registers to beep and return “overflow”. And this
is still, recall, just four cards. Imagine dealing with a deck of cards, or a Uni-
verse with many decks of cards that are one tiny part of one tiny planet in one
small solar system in a single galaxy. Yet when I refer to each of these things,
your mind effortlessly erases all the detail and replaces it with a hierarchy drawn
from power set upon power set all the way down to whatever the real, existential
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microscopic elementary set of objects are that make up the Universe (where we
might have to include all of the points in space and time some way in our set
descriptions.

There are a number of consequences of this hierarchical decomposition. One
to keep in mind is that when we reason about anything real (as opposed to
mathematics, which might be real, might not — lots of controversy there and I
don’t want to get into it) we are forced to do so at the level of one of these I1"(S),
and maybe a few recursions on either side of it. We cannot extend our reasoning
down to the indefinitely microscopic or up to the indefinitely macroscopic. It is
absurd to try to understand the rules of poker in terms of the properties and
motion of the elementary particles of the Universe even though every particle in
the game obeys rules defined at that level at all times. Nor do we compute the
effect of folding a hand in the poker game on the motion of the Milky Way galaxy
as it meanders around in the gravitational field of all the other galaxies in the
Universe. More is different, and so is less.

For this and many other excellent reasons that we’ll go into, our actual rea-
soning process about the actual Universe is almost immediately forced to be
probabilistic. This suggests that when we get around to axioms and all that, one
of the first things we should work out is the mathematics of induction as the
process of building the hierarchies is necessarily inductive as otherwise there is
no reason to favor any particular decomposition over any other. We must find a
reason, or give up on “reason” altogether.

For the moment, though, let’s ignore all this appalling complexity and go
back to just the some given finite set S and maybe II(S) and I1%(S), just to see
what insight we can gain from this formulation into the laws of thought.

3.3 Set Theory and the Laws of Thought

We should now have an interesting, if static, perspective on the set of all things
in the real world. All (say) N objects in the “existential Universe” E can be
grouped into sets by permutation, forming II(E) with cardinality 2. These
permutations can in turn be permuted into sets of sets I1?(F) with cardinality
22" However, nature selects only a small subset of I12(E) — particular groupings
of objects according to certain rules. We simply don’t see any of the vast, the
good-friends-with-the-infinite, other possible set groupings. We therefore for
many purposes define these objects to be a basic existential set, e.g. the set of
all atoms, and form its power sets instead of including all of the non-observed
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sets from the cosmic all.

Every possible grouping of objects into sets, though, is contained in the I1"(E)
recursion. Predicate logic and set theory can only be judged to be a “theory” or
“valid” according to whether or not any given predicate, constructed according to
any presumed set of rules, successfully identifies objects in the I1"(E) hierarchy.
This construction is so far very nearly axiom free. We have really assumed very
little about E except that it exists, that it has a finite cardinality, and that it
contains discrete identifiable (in the formal sense) objects, objects that can each
be mentally permuted.

We are ignoring for the moment many questions of interest to mathemati-
cians — such as what we need to do if the cardinality of F is truly infinite or
if F is a continuous set. Dealing with infinity and continuity is irrelevant to
our descriptive process, because even if E is infinite and continuous we can at
least imagine a similar continuous permutive process (which leads instantly to
infinitely infinite infinities) to generate the analog of II"(E), causing us to throw
away infinitely more unrealized possibilities as we do not see either the infinity
or the continuity, only the finity and immediacy of a single slice of the possibly
infinite possible. So to speak.

To speak strictly metaphorically, even though the Universe may live in a
meta-Universe of possible set groupings analogous to the real line, infinitely di-
visible and infinitely permutable in every tiny segment no matter how small, the
Universe itself is just one of those groupings. It may well be like unto an irra-
tional number — infinitely unlikely in a set with uncountably infinite cardinality
— but it 4s what it is. Furthermore, we can always renormalize this imagined real
line so that the Universe is the integer number one. There may be lots of other
possibilities out there, but if we can’t see them they really don’t matter. If we
can see them, they stop being “other possibilities”; our Universe E and the sets
I1"(F) just turns out to be larger and more complex than we thought but still is
Unitary. This process of conceptually expanding the Universal set E occurs all
the time in physics, as we extend into the microcosm.

Accepting II"(F) as the extremely naive existential set Universe of thought
that our brains co-evolved structured wetware and language to cope with, we
can at last consider the laws of thought and see what they mean in terms of this
fundamental set-theoretic Universe.

The first of the Laws of Thought, the law of identity, states that any thing
that is, is (itself). However, English (and doubtless Greek or Sanskrit or other
languages in which the law is or has been formulated) is strongly multivalent
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and thought is an important thing to get right. We had best proceed extremely
carefully and not assume that we actually understand what this means. We will
begin by defining a “thing” as “any object in the II1?(E) hierarchy”.

We also have to be careful to define the word “is” (and all various forms of
the verb “to be” and — in a moment — the concept of “not to be”, or negation
of being). Among other things we cannot help but associate different tenses
with this verb. We will therefore have to agree to mentally ignore all concepts
such as “was”, “will be”, and so on. Our laws of thought are formulated as
static statements associated with a static description of sets, not with a dynamic
conceptualization of predicates that permits us to convert one set into another.
This is actually remarkably consistent with physics and relativity theory, where
time is just another dimension like space and one can imagine stepping “outside”
the set of all space-time events and considering the whole ball of wax to be E.

With that carefully established, the law of identity becomes a beautiful, tau-
tological existential statement. Any “thing” is an object selected from II"(FE),
and as this set hierarchy was itself imagined (not “constructed”, as it a priori
existed the instant F itself was established) by a process of identification, this
law is the law of identification. Our set Universe is precisely that which can be
identified, drawn from the set of all permutations of the existential set E that
can be identified. If we can identify, that is, if a statement selects an object from
I12(E), then that statement is valid; otherwise it is not.

Mathematicians and dreamers may object that this definition is cold and
heartless — it excludes all sorts of reasoning about non-existential Universes,
things we might imagine, things we might dream up. Basically all abstract
thought. Not so — it merely acknowledges that those subjects contain an infinity
of traps for the unwary mind that will require axioms to deal with, as it is
absolutely trivial to conceive of imaginary universes in which six impossible things
happen before breakfas@. Abstract thought will turn out to be a simply lovely
game and all sorts of fun, but we need to remember that it is a game where we can
easily twist the rules back onto themselves into impossibilities, inconsistencies,
paradoxes, and worse. Not so with II"(E). It is the very definition of mundane.

What now of the difficult laws, the ones involving nothing and non-being, the
negation of the two ideas that we had to work so hard to clearly and unambigu-
ously define above so that the law of identity could be viewed (literally) as a
Universal Truth?

Note well that megation is a wvery subtle and difficult concept, so much so

16 A quote from Alice in Wonderland, in case you forgot.
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that positive set theor excludes it and manages to get along amazingly well
without it.

Nevertheless, in the English statement of the laws of thought (and in Aristo-
tle’s and Parmenides’ Greek statements as well) negation is very much present,
and of course negation is a key part of logic, which either proceeds from the laws
of thought or the laws of thought proceed from logic (depending on who you
happen to be speaking to at the time) so we have to at least figure out what we
are going to do with it in our set theoretic expression of those Laws. Let us start
with the law of contradictions (as I wrote it a couple of sections ago: No thing
can both be and not be. This was a somewhat clumsy way of writing it, but now
that clumsiness will serve us well as we have at last defined what a “thing” is
and what “being” means, which gives us at least a chance at defining what “no
thing” and “non being” are.

Even so, we will discover that there are many distinct linguistic meanings
of negation of “thingness” and “being” with regard to the existential I1"(S)
Universe. Let us list a few of them. A “thing” in the existential set S is an
object in its associated II"(.S) Universe, so “no thing” might be:

e An object in another, disjoint Universe. For example, if S is the set of
natural numbers (without worrying in the least about whether or not this
set closes at infinity — we will adopt the point of view that infinity is
something that we reach by a limiting process and that existential truth is
derived from truths associated with finite sets of arbitrary (variable) size),
and we introduce an irrational number, that number is “no thing” in II" ()
— it can be identified with no nonnegative integer or set of sets of sets of
nonnegative integers. If we consider the set of all apples, it might be an
orange.

e An imaginary (or if you prefer, hypothetical object. This is really a special
class of the first case, because we can define an existential set Universe
associated with the imagination and awareness, self and otherwise, itself.
It is an important special class because for each one of us, it is the only set
Universe that we directly experience. It is also where e.g. all abstract sets
such as those of mathematics live, as it is otherwise remarkably difficult to

"Wikipedia: |http://www.wikipedia.org/wiki/Positive set theory] Note that parts of the
above resemble positive set theory — which is also quite existential — as much as anything.
However it has axioms related to the need for axiomatic set theories to be able to resolve con-
cepts such as equality of two predicate descriptions in terms of subsets pulled from I1(S) (only,
as far as I can tell) — it does not explicitly address the I1"™(S) hierarchy in general.


http://www.wikipedia.org/wiki/Positive set theory

64 CHAPTER 3. FORMAL SET THEORY

find a piece of 7 in your refrigerator.

e This is the really tough one — no object at all, in any set theory. The
negation of all set theories. The utter lack of an existential set Universe of
any sort. If this sounds scary, it should. The utter negation of thingness of
any sort is almost inconceivable to a conscious mind, and this is the source
of many religious beliefs that basically assert that this kind of negation
cannot exist.

The first two can be associated with predicates in various ways, as can the third
one, but they are very different ways and can lead to considerable confusion when
one attempts to develop “logic” based on one of these forms when somebody else
wishes to use another.

This is the easy part. What about “being”? We defined being in the law
of identity as “being identifiable”, where being identifiable itself basically meant
being a set in the II"(S) hierarchy. Not being is then pretty straightforward. It
means not being in the existential set Universe, period. Of course this is now an
existential tautology and every thing is in the existential set Universe, unless we
somehow embed that Universe in a larger one as one might embed the natural
numbers in the complex plane. Which is cheating in so many ways, especially if
the Universe one is trying to embed is the actual existential physical Universe in
which we livE No thing is not in this Universe.

However, what about the inheritance from the other two forms for a “thing”?
And more important, what about predicates? People tend to use the laws of
thought to decide propositions or the set equality of predicate expressions. Let
us consider these separately. Being is now well defined for our existential set
Universe and indeed is a tautological extension of the law of identity for that
Universe. We don’t really need a law of contradiction in this approach, only a
criterion for establishing identity, which is doubtless the observation that led to
the development of positive set theory.

We are still left with what one might call “strong” nonbeing — not being in
any posstble set Universe, nonbeing in the absolute sense — and “weak” nonbeing
where a set exists, but just not in the right set Universe, where z = 1.0+ 47 exists
but where attempts to reason about it as a natural number involve either some

181 can just hear the Mind vs Matter enthusiasts dragging out their siege equipment and
donning their metaphysical armor. The actual existential physical Universe is mind. No! (clang,
bash) It is matter! (thump) Owww, getting whonked with that rock that hurt. But did it hurt
in your mind, or in your matter? Was the rock mind, or was it matter? If you don’t mind, let
me assert that it doesn’t matter...
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sort of restriction/projection from the complex plane to the natural numbers or
extension/embedding of the natural numbers in the complex plane. To do either
one requires axioms, many axioms, and many theorems derived from those axioms
besides and hence is far beyond our analysis of the laws of thought.

There is one more sense in which nonbeing is used, however — and for better
or worse it is one of the most common forms of usage and is completely different
from the ones associated with identity and existence in the set Universe. This
ambiguity is one major source of paradox and antimony. In many cases, not
being means not being in the same identity set. That is, the law of identity can
be interpreted as saying “A thing (identifiable in the set Universe I1"(S) for some
existential set S) is either in set A from somewhere in that hierarchy or it is in

2

A, the complement of A (from the entire hierarchy).” This is of course a useful
thing to have around when trying to decide if an object “belongs to” set A or
if it doesn’t, when trying to define an axiom of equalith . It is also the source
of much dark evil when nonbeing in the strong or weak tautological sense are

confused with nonbeing in this sense.

The possibility of antimony is apparent when one considers how differently
the empty set is treated by the two meanings. The empty set is is always a set
within any set theory, existential and permutative or not. Its existence is an
axiom in positive set theory, but one can also just “observe” it as the outcome of
evaluating a false formula. In our permutative approach, it is just the set of all
set objects selected zero at a time, one of the possible permutations of objects
that exists even for five year olds seeking the various ways of grouping a small
pile of pennies on a table. It is an explicit but often inwvisible member of the
subsets of II"(.S) — I like to think of the empty set at any level of the hierarchy
as being the “set brackets” of the hierarchical set itself, so that {@} ={} U@
in a manner of speaking, since of course we technically cannot speak of @ all
by itself outside of a set container. If sets are metaphorically objects in a box,
the empty set is the box, which can be empty but always is there. Its presence is
required to that operations like intersection close within the set theory where a
full set theory allows set objects to be manipulated with the operations of union
and intersection as part of its basic definition.

If not being is used in the sense of not being equal, or not being in the set
of true statements as an essential part of predicate evaluation, it cannot also
be used in the sense of not in the set Universe. Russell worked far too hard to

19Wikipedia: lhttp://www.wikipedia.org/wiki/Axiom of equality] Also look at the axiomatic
set theories, as they almost invariably have one.
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define his paradox (which we will discuss in some detail later). He might just as
well have tried to create “a set of all things that are not in any set including the
empty set”. Say what? Clearly this kind of “paradox” isn’t paradoxical at all in
an existential set Universe, it’s just a meaningless statement.

The final law of thought, the law of the excluded middle, tells us that every
thing must either be or not be. Once again, now that we know what a thing is,
we can see that this is a tautology of the law of identity for the strong or the
weak formulation of nonbeing — all things (objects in the II"(S) hierarchy) are,
so sure, they are or they are not — not. Once again we see how a wide range of
problems can come from extending over the existential set Universe boundary and
allowing “things” to exist (sort of) in sets “outside” the existential set Universe S,
in which case we can talk about things that are not, like pink hippogriffs dancing
the tango or irrational numbers in a natural number Universe. We observe that
for the strong version of nonbeing this law sounds rather odd — nothing doesn’t
exist where anything or everything do, quite literally.

Finally, we observe that as before this statement has a different meaning
altogether when used inside a set Universe as another form of disjunction. In
this context we can interpret the law as saying that every object in II"(S5) is
either a member of any particular set in II?(S) or it isn’t. There isn’t anyplace
else for it to be, after all, because we exclude imaginary Universes or embeddings
of the set S and because no Universe at all cannot exist in the presense of a
Universe that doe@.

If we mix up these different interpretations, and use contradiction or excluded
middle on the one hand to refer to actual impossibilities and on the other hand
to partitionings of actualities into disjoint sets (be those sets sub or super to the
set Universe in question) then we are bound to get ourselves into trouble.

Still, this was a generally successful effort. We note that the law of identity
is a pure tautology when expressed in terms of an existential set theory, and that
the laws of contradiction and excluded middle are irrelevant restatements of the
same tautology — just another way of stating the principle of identification that
defines the set Universe as the I1"(S) hierarchy in the first place. We also see
that there are at least two or three other ways these laws can be interpreted with
greater or lesser meaning and utility. The difference is that these interpretations
require azioms where I would argue that the law of identity itself and its two
strong-form statements of negation are tautologies of a naive theory that is nearly
axiom free after the assumption “suppose one has a set S of objects that actually

20Which again sounds odd, as we blithely talk about nonexistence existing, so to speak.
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exist”.

It seems worthwhile to see how our new strong definition of nonbeing enters
into existential set theory as the absence of any set including the empty set as
the empty set is very much a part of II"(S). To make up a formal theory that
manages to sound like a set theory extended to “include nothing” let us now
introduce a new concept (at least in western thought) — the null set.

3.4 The Null Set

The null set is a difficult, perhaps even impossible, concept. We can perceive exis-
tence — indeed we cannot help but perceive existence as existence and perception
are inextricably linked — to each of us, individually. The fact that we perceive
means that we exist, as Descartes noted so long aga“l . How can can we even
begin to understand non-existence in the deepest sense? Why is it needed when
there is already an empty set which can be proved to be singular and unique@.

I would argue that the empty set is there for a very specific reason — so
that the algebra of set theory closes under intersection. If we simply consider the
empty set {} to be an abstract “container” of all sets and hence a “member” of all
sets in the Universe, then we no longer even have to specify that the intersection
of two sets with no members in common is the empty set, we can simply note that
ordinary intersection of two sets with no members other than the empty member
in common is of course the empty set. In the Universe of Fruit (which lives in a
really big box), the intersection of a boz of apples and a box of pears is an empty
bozr. In a positive set theory with at least one pair of disjoint sets within, one
doesn’t need the axiom of the empty set, one just points to it. Similarly, in an
existential II"(.S) hierarchy, the grouping of all the objects none at a time just
happens in II(S) and is permuted in turn in the various higher order power sets.

2'Wikipedia: [http://www.wikipedia.org/wiki/Descartes.]| We’ll spend a lot of time talking
about Descartes later, and you’ve probably already heard of his I think, therefore I am.

22Except that it isn’t unique. The empty set of P, the set of all pennies, is no pennies. Since
this is a finite, Univeral set, we can insist that the complement of the empty set is in fact P.
On the other hand, the Universal set of all quarters @} also has an empty set, with complement
Q. The empty sets of these two Universal sets are distinguished by insisting on closure within
the respective set Universes and permitting me to say things like “I’'m out of quarters” when in
fact T am not out of pennies! This difficulty is usually eliminated in axiomatic set theories by
not permitting the action of forming the complement of the empty set (and frowning strongly
on Universal sets in general) because you might get something really crazy, like the Mother of
All Set Theories, the Universal Universal Set. Or God. Or something like that. Hard to say,
really — nobody’s ever tried it.


http://www.wikipedia.org/wiki/Descartes

68 CHAPTER 3. FORMAL SET THEORY

However, the strong idea of non-being that is expressed in the laws of thought
above seems to be a different concept than the emptiness of a box. Let me see if
I can clearly express the way I view the difference, although we shouldn’t be too
disturbed if the words to do so elude me or if I fail to achieve clarity. An entire
philosophical tradition holds that the concept cannot be placed into words but is
nonetheless one of the most important concepts in the theory of knowledge.

Set theory is all about boxes, about Venn diagram containers, about cate-
gories. The empty set in an existential set theory is an empty box, but is not
nothing because the box still exists within the theor@@. We can, in fact, perform
all the algebraic operations of the set theory on the empty set as an “object” in
the Universe as long as we insist that its complement (as one of those actions)
is precisely the Universe itself so that the set theory closes. If we relax this
condition we open the door to many paradoxes, a situation which the null set is
introduced to avoid.

This concept of non-null emptiness extends into mathematics and physics.
It is fairly straightforward to imagine an empty Universe@ — an infinite set of
points represented by some set of abstract coordinates with no “objects” located
at any of the points. Hmmmm, isn’t that what mathematics is all about for the
first umpty years one studies it?

Note well that (empty or not) we can imagine putting things at those coordi-
nates, using those coordinates to label the things and help to sort them into sets
(including disjoint “identity sets”), just as we can imagine putting things “into”
the empty set (via the Union operation) and creating a non-empty seé

23Null sets in measure theory are even more concrete — they can contain objects from the
universal set in question, e.g. points on the real line — as long as those points have zero measure.
There can be infinite numbers of these objects and the entire set can still have zero measure.
For example, the set of all rational numbers has measure zero on the real number line and hence
belongs to the null set of measure theory, which is not the one I propose here.

24Wikipedia: |http://www.wikipedia.org/wiki/Milne Model. I remember with a certain wry
joy learning about something called “Milne’s Empty Universe” when studying astrophysics and
general relativity. Kind of a boring place to live, of course...

25There are all sorts of interesting things in this paragraph — enough that it is worth pointing
them out. For one thing, a truly empty Universe — coordinates with nothing anywhere at any
of the coordinates — is a moderately creepy concept, a mathematical concept. To a Logical
Positivist (a philosophical school made mock of somewhat later in this work), the entire idea
of an empty Universe (or mathematics in general) is probably meaningless, although a good
mathematician or theoretical physicist has no problem whatsoever with it and it is thus to
normal human beings not meaningless.

For another, I use terms like “putting things into” to describe set-theoretic statements such as
S = S|JD. The language is that of operators that act on one thing to produce another, which
is a valid construct in mathematics and in fact we could (I promise) build an algebra of creation
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There is, however, a deeper notion of “emptiness”, that of “non-being”. The
notion of no box at all. In physics, this might be the notion of no Universe at all,
not even an empty one consisting of a perfect vacuum at a single mathematical
point. Of course this is an odd statement and it makes us vaguely uncomfortable
even to read it. This is a concept that can be expressed in English (and within
a system of logic) only as an oxymoron or a kind of example of what has come
to be called a Russell Paradoit. We will consider it in a somewhat different
context than that which is usually presented, because in the case of our naive
existential set theory, we cannot actually make any sets at all that do not contain
themselves by virtue of Existential Identity, where we do not “make” sets at all,
only identify them or choose them from the set of all sets that exist within the
set Universe (including the empty set) and of course all sets in such a universe
precisely contain themselves.

So, consider the set of all things that are not in any set in the set Universe
including the empty set. Let’s see, all “things” from our set Universe are mini-
mally contained in their own identity sets, so no things can be members of this
set. However, the empty set is also explicitly excluded, so the result of trying to
create this set cannot be just a set with no members. It is not a set at all, it is
nothing, the absence of even emptiness as a capacity to be algebraically manip-
ulated or “filled”. Yet you can perfectly well understand what I say when you
read the English. This is an “empty set” without a box — it isn’t, by definition, a
set; it is rather an intrinsic contradiction of the concept of set. It is the absence

and anihillation operators that act on a suitably defined “empty set” to create non-empty sets.
This is, in fact, the algebra of quantum field theory (which has more bells and whistles, of
course).

The equals sign in mathematics, however, is a symmetric entity that has no implicit “time” or
notion of “action”. It describes a static true relationship. You can write an equation forwards
or backwards and it says the same thing. It is a pure abstraction of the notion of identity
itself. Two algebraic representations that are equal are the same thing. Even in algebra,
however, algebraic derivation retains a sense of order and operation in the steps performed
on one equation to transform it into another, and certain operations are only conditionally
permitted.

In computer science, the equals sign really stands for logical assignment, for operational
equality. A = B + C; in the C programming language stands for “take the contents of the
memory locations labelled B and C and add them, and place the result into the memory location
labelled A”. Any of these work to describe the way the empty set is algebraically manipulated,
but they mean very different things and just by using language cleverly I can predispose a
discussion about them to proceed along very different lines. But you probably knew that.

26 As you should have learned by following my previous Wikipedia link, this “set” was discov-
ered/invented by Bertrand Russell in 1901 while working on his Principia Mathematica. Russell
observed that the set of all sets that do not contain themselves is a bit “odd”. In particular,
does this set contain itself? Hmmm, the answer appears to be a bit cloudy. Try again later.
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of any set Universe at all.

Note that this is a self-referential definition of a “set” and is precisely the
kind of set that ties one into Goédelian knots£{] or produces Barber paradoxes
in logic/set theory@. Yet we can perfectly well understand what this refers to
and use it all the time in common language. Obviously there are no things that
are not in some set (minimally the identity set), and since the empty set has
no members at all these nonexistent things aren’t there either. Our minds can
create a “class” of “things that are not” while juggling the word “things” and
the concept of “non-being” (not-things) back and forth like a hot potato and
somehow end up with a meaningful idea out of a contradiction that isn’t just
“the absence of trees” but is the “absence of even a Universe in which things
that aren’t necessarily trees that I cannot imagine do not exist.” Our minds can
empty a hypothetical Universe, shrink it to a point, and then throw out the point,
as long as we don’t think too carefully about just what the junk heap we throw
it out upon really “is”, since one might well argue that “nothing” is literally
inconceivable — certainly not directly conceivable — to a conscious mind.

In our semantic conceptualization of all things that are, that are minimally
in their own identity set, we can “fill” the empty set by taking the union of the
empty set with a nonempty set. We can consider the intersection of the empty
set with any nonempty set and of course get the empty set. However, we cannot
take the intersection of all things that belong to no set at all including the empty
set with any set. If the result were the empty set, then the set we intersected
was not in fact the set of all things not in any set including the empty set. The
null set is therefore the absence of any box — it lies outside the algebra of the set
where the empty set is within the algebra. Similarly the union of any real set
(including the empty set) with the null set is undefined, is itself null.

We can imagine joining a box of apples and a box of pears and ending up
with a box of mixed fruit, or filling an empty box with the box of mixed fruit
(forming unions of sets of fruits). We can imagine looking for apples in a box of
mixed fruit (forming the intersection of the “subset of all apples in the Universe”
with the “subset of mixed fruit”) to put into an empty fruit box — the result can
be some apples, a non-empty intersection added to the empty box to make it a
box of apples — or no apples at all, empty intersection added to the empty box,

leaving one with an empty box.

Can we even imagine combining a box of apples and a null set?

2TWe'll get there, don’t worry.
28If you aren’t familiar with the Barber paradox now, soon you will be. You will be.
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We can! At least sort of, metaphorically, kinda. Physics to the rescue. If we
dump a box of apples into a black hole, then Pooi@! It is gone! No more apples,
no more box. So we can conceptually think of the null set as a “black hole” of
set theory@.

This concept of set theoretic (and other) contradictions are actually explored
and developed more in Fastern philosophy and logic than in the West, and Zen
logic@ is perhaps more suited to the sorts of oxymoronic construction that one
associates with nonbeing as opposed to emptiness. For example, “the sound of
one hand clapping” in a rather famous Zen koan is not the sound of clapping in
the limit that the noise being produced by a clap goes to zero, it is not even no
clapping at all — two hands sitting at rest. It is “impossible”, or “undefined”, or
“self-contradictory”. Not clapping. Not the absense of clapping. It is null.

This concept pervades Buddhism and Eastern philosophy and culture. It
is referred to in e.g. Musashi’s Book of Five Rings, for example, as the Void.
One essential component of Zen and meditation (often meditation on paradox-
ical Zen Questions) leading to Enlightenment is the realization of the null, the
no-thing, M . It is a concept that is inconceivable and hence openly contra-
dictory in language. It cannot be spoken of because words are symbols and live in
an information-theoretic set Universe where things exist. Zen masters therefore
refuse to speak of it but rather force you to perform exercises that provide you
with at least the opportunity to wrap your mind all the way around the blind
spot to the point where you can see it by considering what isn’t there, to re-
solve the paradox of existence and our imperfectly imagined versions of death, of
impermanance and permanence and change, of non-existence. This resolution,
whenever and however it is managed, brings about a state of remarkable mental
clarity@.

29Poof is somehow too modest a term for “it vanishes in a blaze of hard radiation releasing
immense amounts of energy into the Universe on the way down” but it will have to do for now.

390nly more so, since real black holes preserve a few of the coordinates of the stuff you dump
into them — charge, mass, and at least some bounds on location. These set theoretic black holes
preserve nothing — they suck any set in the Universe into a (non) state of total nonexistence,
not just the “emptiness” of vacuum, of the empty box.

31 A concept that would openly offend any Zen master, especially ones who are good at it.

32Wikipedia: http://www.wikipedia.org/wiki/Mu (negative)| Ain’t Wikipedia wonderful!

330r, in the case of Musashi, the ability to take a crude “sword” fashioned out of a spare oar
from a boat and with a single blow slaughter a top-gun wannabe named Sasaki Kojiro armed
with a razor-sharp katana and a highly developed “strategic” technique but still in a state of
mental confusion regarding the Void. Individuals who have truly mastered the conceptualization
of the null set are often portrayed as having considerable power over the non-null Universe,
perhaps because they know how to take its complement in different ways and hence select their
reality...
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The null set is conceptually similar to the role of the number “zero” as it
is used in quantum field theory. In quantum field theory, one can take the
empty set, the vacuum, and generate all possible physical configurations of the
Universe being modelled by acting on it with creation operators, and one can
similarly change from one thing to another by applying mixtures of creation and
anihillation operators to suitably filled or empty states. The anihillation operator
applied to the vacuum, however, yields zero.

Zero in this case is the null set — it stands, quite literally, for no physical state
in the Universe. The important point is that it is not possible to act on zero with a
creation operator to create something; creation operators only act on the vacuum
which is empty but not zero. Physicists are consequently fairly comfortable with
the existence of operations that result in “nothing” and don’t even require that
those operations be contradictions, only operationally non-invertible.

It is also far from unknown in mathematics. When considering the set of
all real numbers as quantities and the operations of ordinary arithmetic, the
“empty set” is algebraically the number zero (absence of any quantity, positive
or negative). However, when one performs a division operation algebraically, one
has to be careful to ezclude division by zero from the set of permitted operations!
The result of division by zero isn’t zero, it is “not a number” or “undefined” and
is not in the Universe of real numbers.

Just as one can easily “prove” that 1 = 2 if one does algebra on this set
of numbers as if one can divide by zero legitimately@, so in logic one gets into
trouble if one assumes that the set of all things that are in no set including the
empty set is a set within the algebra, if one tries to form the set of all sets that do
not include themselves, if one asserts a Universal Set of Men exists containing a
set of men wherein a male barber shaves all men that do not shave themselve@.

It is not — it is the null set, not the empty set, as there can be no male barbers
in a non-empty set of men (containing at least one barber) that shave all men in
that set that do not shave themselves at a deeper level than a mere empty list.
It is not an empty set that could be filled by some algebraic operation performed

34To be formally precise here, “legitimately” is not easy to come by. It is worth noting that
it took Russell and Whitehead close to a full page — more if you embed the referenced theorems
— of some of the nastiest algebra on the planet to “prove” that 1+1 = 2 in a formalism that
excluded this kind of contradiction. Real Mathematics Is Not Easy. Fortunately this is not a
work on real mathematics. 1 keep saying that, so it must be true, right?

35Note well that I am very careful to specify that our barber is a man where this is frequently
omitted in statements of the paradox in both books and online. Obviously if we refer only to a
barber, that barber that might in fact be a woman or a blob-shaped hermaphroditic space alien
and there is no essential paradox.
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on Real Male Barbers Presumed to Need Shaving in trial Universes of Unshaven
Males as you can very easily see by considering any particular barber, perhaps
one named “Socrates”, in any particular Universe of Men to see if any of the sets
of that Universe fit this predicate criterion with Socrates as the barber. Take the
empty set (no men at all). Well then there are no barbers, including Socrates,
so this cannot be the set we are trying to specify as it clearly must contain at
least one barber and we’ve agreed to call its relevant barber Socrates. (and if it
contains more than one, the rest of them are out of work at the moment).

Suppose a trial set contains Socrates alone. In the classical rendition we ask,
does he shave himself? If we answer “no”, then he is a member of this class of
men who do not shave themselves and therefore must shave himself. Oops. Well,
fine, he must shave himself. However, if he does shave himself, according to the
rules he can only shave men who don’t shave themselves and so he doesn’t shave
himself. Oops again. Paradox. When we try to apply the rule to a potential
Socrates to generate the set, we get into trouble, as we cannot decide whether or
not Socrates should shave himself.

Note that there is no problem at all in the existential set theory being pro-
posed. In that set theory either Socrates must shave himself as All Men Must
Be Shaven and he’s the only man around. Or perhaps he has a beard, and all
men do not in fact need shaving. FEither way the set with just Socrates does
not contain a barber that shaves all men because Socrates either shaves himself
or he doesn’t, so we shrug and continue searching for a set that satisfies our
description pulled from an actual Universe of males including barbers. We im-
mediately discover that adding more men doesn’t matter. As long as those men,
barbers or not, either shave themselves or Socrates shaves them they are consis-
tent with our set description (although in many possible sets we find that hey,
other barbers exist and shave other men who do not shave themselves), but in no
case can Socrates (as our proposed single barber that shaves all men that do not
shave themselves) be such a barber because he either shaves himself (violating
the rule) or he doesn’t (violating the rule). Instead of concluding that there is a
paradox, we observe that the criterion simply doesn’t describe any subset of any
possible Universal Set of Men with no barbers, including the empty set with no
men at all, or any subset that contains at least Socrates for any possible permu-
tation of shaving patterns including ones that leave at least some men unshaven
altogether.

That is we don’t end up concluding that the set described by our predicate
criterion is the empty set (a set with no men) or any other possible subset of the
Universe of Men. We conclude that the predicate leads to a null result. There
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is no Universal Set of Men (including one with no members at all) for which the
predicate describes a set or subset or empty set as the answer.

We therefore dump the proposed statement, Socrates and all, into the null,
or undefined, “set” (which is not a set). It is an algebraic placeholder for all
algebraic set theoretic results that do not consistently lie within the algebra even
as an empty set and which (among other things, such as overt contradictions and
English words such as “nothing” or “nonbeing” or mathematically “undefined”
results) lead to paradoxes, incorrect propositions, undefined results. Set theory
(and language and logic and mathematics) have always had this “black hole”
around, it just needs to be formalized.

To make this understandable at a very simple level, there is a very real
difference between the sentences: “Honey, could you take this empty list and
stop by the store on the way home and pick up nothing today?” and “Honey,
could you fail to take this nonexistent list and not stop by the store on the way
home and not pick up nothing today?”. The first describes something that could
really happen. We can easily imagine tearing off the wrong piece of paper (the
blank one) and taking it to the store, only to be frustrated and end up buying
nothing. Mathematically, one can perform all of the operations permitted with
the algebra (stopping by the store to pick up items on a list to create a new list
called “items I got at the store”) where an empty list in leads to an empty cart
out.

In the second case, there is no list — not even a blank one or piece of paper
that might hold a list — and this sentence really makes no sense. You cannot
pick up a list that doesn’t exist. Without a list (even a mental list or a possible
mental list that you could perhaps fill in at the store itself) you would never
go to the store motivated to buy items from a list (even if the list turned out
to be empty). Basically, if there is no list at all you cannot perform algebraic
operations on what is not there. List oriented computer languages do not just
spontaneously start up and run themselves not just on empty list pointers but
on no pointer at all. I don’t even know what such a thing would mean.

We thus see that this is not a silly issue; that even a naive existential set
theory requires both an empty set, defined to be “a set” and required so that
the intersection operation in particular closes within the “Universe” of objects
being listed/grouped/placed in sets, and a null set which is not a Se@ — it is

36 And you, dear reader, are going to have to try to keep this in mind as you read, as I'm not
going to keep pointing it out and if you forget you’ll start asking yourself if null isn’t really the
same as empty. It isn’t, as it isn’t a set. Calling it a set is merely a convenience of (and trap
of) the language — referring constantly to the null no-set would be tedious. There is something
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algebraically the undefined result of operations that might be defined within the
set theory that result in no set within the theory including the empty set, and
semantically it is nullity of the concept of “thing” or “existence” (set object)
so great that not even the absence of a thing is permitted within the language.
“Inconceivable” is perhaps the right term for it, as opposed to “imaginary”’i.

Of course, the word “inconceivable” itself is a walking, talking oxymoron
waiting to happen. When I say that it is inconceivable that space aliens2 con-
trol the President of the United States, what I really mean is that I've already
conceived of the notion but consider it to be pretty unlikely@. Only when one
uses it in a sentence containing a null construct does it really make literal sense.
It is inconceivable that there exists a male barber who shaves all men who do
not shave themselves.

We cannot (by definition) even imagine that which is inconceivable and will
get a nasty headache from even trying — it is the “set of all sets that are not
sets”, which leads the imagination into unresolvable knots if one tries to conceive
of it, at least as a set. It is nonbeing. It is No-Thing. Let’s call it Mu, and write
it symbolically as .

This symbol is selected quite deliberately to make an entirely relevant trilin-
gual Zen Pun. By strange chance the word for No-Thing in Japanese is Mu. Note
that this isn’t an exact translation — it can equally well be thought of as meaning
“That does not compute!” or “Say what?” or “That is bullshit”. We will use it
quite happily in all of these senses when we make it the idea of non-existence in
our existential set theoretic Laws of Thought.

As you should know by now from having followed the previous Wikipedia link
for Mud, one of the most famous Zen koans is: “Does the dog have Buddha-
nature?” This is a damned-if-you-do, damned-if-you-don’t sort of question — if

delightfully self-inconsistent by referring to it as a set anyway, sort of a two-word embodiment
of the Russell paradox.

3"Two terms that are often confused in ordinary language or rhetoric. I recall with great
fondness the scene in The Princess Bride where Vizzini announces that thing after thing done
by Westley (in the person of the Dread Pirate Roberts) is “inconceivable”, finally leading Inigo
Montoya to observe “You keep using that word. I do not think it means what you think it
means.”

38 Armed with razors and threatening to shave all men that do not shave themselves, perhaps?

39 At least I think that I do. Noting well that this is the George W. Bush era as I write this...

10You are following those links, aren’t you? Of course you don’t have to, but if you don’t
you're pretty likely to miss some of what I'm trying to say as the Wikipedia articles are rich
with connections. Of course it might take you a year to read the book if you really follow all
this. Tell you what, go ahead and read the book one time just straight through, then try it
again following the links. That way you’ll get the point much better anyway.
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you say yes it indicates that you are just parroting scripture (which also says yes),
and if you say no then you are disagreeing with scripture which is if anything
even worse as we’ll see when we study the axioms of religion.

When asked this ‘are you still beating your wife’ sort of question by a wan-
dering monk in a Zen Shootout (see above) Joshu replied “Mu”. The generally
accepted interpretation of this reply is that Joshti was indicating that this wasn’t
a question, it was a transparent ploy to make him look bad. The alternative way
to demonstrate this might have been to beat his opponent about the head with
a banana, but Joshii doubtless didn’t have a banana handy at the time. He was
acclaimed instant winner of the shootout and his opponent’s very name is long
since lost in the mists of the past while his is still remembered and revered.

“nO”’ or “Mu”

Zen students mow aren’t permitted to answer any of “yes”,
any more. My own favorite reply to this question is to fire back at the questioner
“Does Buddha have Dog nature?”. This neatly traps the trapper. If they reply
“That’s not an answer!” or really say pretty much anything at all, you can slam
a book down or otherwise make a loud noise and whack them with a banana.
They are almost certain to be Enlightened, and you are very likely to have
the questioner follow you around fawning at your feet and calling you ‘master’
(something, hmmm, that you should think about before trying this in public).
You should feel free to try this at home instead, by the way — it isn’t necessary
that you strike someone else with the banana for it to work, and you are less

likely to be annoyed by your Self fawning at your own metaphorical feet.

At any rate, this and many other Koans make it very clear that the discovery
of the null “set” (where it is not a set but rather the lack of any set, even empty)
quite probably occurred no later than the very beginning of Zen, if not thousands
of years still earlier as captured by the writers of the Vedas and Upanishads so
that it was merely refined in Zen. Many of the odd customs and stories and
Koans of Zen — for example the recurring statement that Zen Enlightenment
cannot be stated and that to reduce it to words is to lose it — are reflections of
the fact that p (Mu) is the ultimate null semantic construct and hence cannot
be stated in words or other symbolsl‘g.

u in Zen therefore cannot be defined, only demonstrated, and that only by
semantic contradiction of direct experience — from the metaphor of “holes” No-
Thing leaves in (experiential) Things of all sorts. Symbolic representations or
visualizations to help you come to terms with p all consist of strange exercises
such as writing a perfectly lovely complete and consistent set theory (or a pithy

41 As these words should make perfectly clear, of course.
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little koan) down on a piece of paper and then burning the paper. Or by the
bottom unexpectedly falling out of a bucket of water being carried on a moonlit
night so the reflection of the moon vanishes along with the water, leaving one
carrying — No-Thing, a hole where the illusion of the moon once danced on the
illusion of the water.

Hmmm, pretty heady stuff, but can it be worked into an actual set theory?
I think so. Let’s try.

3.5 A Bit of Formalism

It is perhaps worthwhile to formalize this, to define and extend traditional naive
set theory algebraically just a bit to encompass the null set, the “set of all
things that cannot be put into sets”, where we insist that all subsets in any set
theory already de facto include the empty set, so that this “set” isn’t one and is
necessarily distinct from the empty set.

First, like good algebracians let us give the null set the symbol suggested
above: p. This will help us differentiate it from the empty set @ = {}. To
simplify the algebra and show cleanly that the empty set is inside of it, we will
introduce at the beginning an “empty object” which is in our existential set
Universe. Rather than introduce an extra “empty object placeholder” in a list
of objects (which would work just fine) we will treat the brackets themselves, the
set boundary, as the empty object.

Then given a Universal set S of objects {a, b, c...} with their identity subsets
I, = {a}, I = {b}, 1. = {c}... (recognizable as permutations of all the group’s
objects one at a time and the implicit empty identity subset Iz = {} (the permu-
tation of all the group objects zero objects at a time), they can be grouped into
subsets A, B, C... in many ways via the union process e.g. : A = I,JI, = {a,b}
where in particular S = I, |J Iy JI..... Each of these subgroups represents a
unique (unordered) permutation of the set objects. Note well that all sets in-
clude the brackets and hence the empty set.

In spite of the apparently discrete index on the set objects, do not be fooled
— this index is discrete only in the sense of indicating uniqueness and should
not be taken to mean that we can actually algebraically specify all the identity
subsets for any given space in the sense of creating a mapping between some
set of symbols and the set objects. In this I am being no sloppier, really, than
any set theorist is when discussing a set S that might have infinite cardinality
(uncountably infinitely many members) such as any interval of the real number
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line.

In English, these existential set theoretic statements say that all things that
exist (set objects) can be placed in identity subsets, the union of all things that
exist is all things that exist and that all non-empty subsets of all things that exist
can be built out of unions of identity subsets (all of which seems pretty obviously
true, given a Universal set of “things that exist” and a union and permutation
process capable of handling continuum manifolds if that is what the Universal
set happens to be).

Given this, the following three statements (plus the notion that any given
subgroup can be formed by — or better yet selected out of the permutations of —
the unions of identity groups) fully specify the notion of the Law of Identity:

VaeS: I\ JI. =1, (3.4)
VaeS:Io(Vla=1Ia (3.5)
if acS#beS, then I, [ |1, = Iy (3.6)

In this approach we do not require any special treatment of the empty set in
the algebra. It is just the “zero” of the algebra and lies within it just as x+0 =z
in arithmetic so all numbers “contain zero”, and a € S can be a = @ (the empty
object) as easily as a nonempty member.

Now, however, we add the following ‘black hole” relations:

VaeS:Iaﬂu:,u (3.7)

VaeS:IaUu:,u (3.8)
where a can be any object including the empty object.

These are very different from the properties of the empty set! Set operations
involving p (the undefined or null set) are without exception themselves undefined
or null. One cannot in any sensible way take the union of “undefined” (which is
neither an object nor the absence of an object) with a list of objects and end up
with a list of objects, not even an empty one. Nor can one take the intersection.
w isn’t, really, a set and doesn’t live “in” the Universe S.
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3.6 Set Theory of Thought

[THIS SECTION NEEDS WORKING but I'm just putting things where they
belong in a very quick pass so that I can get this book ORGANIZED.]

For any given object, the intersection and the union of its identity set with
itself is the identity set of the object, and the intersection of the identity groups
of two different objects is the empty set. This last line defines, in fact, the very
essence of what we mean by “different” just as the first two lines encapsulate
what we mean by “the same”.

Let us relate these two statements back to the Laws of Thought. In an
existential p-set theory, p is not a set. Our human minds try to interpret it
as “the set of things that do not exist” within the existential set Universe in
question, but of course no such set exists within that set Universe (including the
empty set) — it is a p statement even in English. Nevertheless, we recognize the
first of these two relations as the Law of Contradiction where as usual, a can be
any object or the “empty object” corresponding to the empty set drawn from
within the set Universe. Rendered in English, it says that “the intersection of
any object drawn from our Universal set and not-an-set is not-a-set” (within the
existential Universal set of the theory). Nor can we form the union of any set

4

object to a “u-thing” that is not, in fact a set.

In this formulation, the two p-statements become requirements of consistency
of a set theory. Once one defines a set Universe with its implicit existential
subsets, then any sort of algebraic operation or set specification that yields a
result that isn’t one of these subsets must be u, an inconsistent result. That isn’t
a disaster, but it does mean that this and any subsequent operations involving
that result are also 4 — meaningless — within the specified theory.

3.7 Summary

In this introduction so far you've already seen at least glimpses of many of the
basic punch lines of this book, but they’re probably a bit amorphous yet (at least
I hope that they are or you won’t keep reading). Either way, we covered a lot of
ground so let’s summarize what we learned before moving on.

At this point we should be able to see that set theory is all really lovely and
seems somehow to be more fundamental than the rules of logic and mathematics



80 CHAPTER 3. FORMAL SET THEORY

or the Laws of Thought. We’ve also seen how it appears possible to make a naive,
existential set theory that eliminates the possibility of paradox while embodying
the Laws of Thought in a way that at least seems less ambiguous than they did
in English.

In the process we deduced some important truths about the necessity for
matching the domains of proposed set relationships intended to pick out par-
ticular sets from the set of all sets within our existential set Universe (which
are all there whether or not we pick them out). Since we can easily come up
with s¢lly relationships, or broken relationships, or paradoxical relationships, or
self-referential set relationships that do mot describe a set in the set Universe
(including even the empty set) we invented a “set” p that is not a set, the NaS
set. A metaphor for this set (which is only a metaphor since it isn’t a set and
doesn’t exist in the closed set Universe where set operations are defined) is that
it can be thought of as the non-invertible complement of the Universal set we
wish to reason in.

At this point, formal logic is one possible thing that can be built on top of
or in parallel with existential set theory — we just add a very few axioms and
definitions and stir gently, since the Laws of Thought (viewed as axioms or not)
are built right into its basic operational structure. We do need to discuss and
define the notions of “true” and “false” and how they differ from “exist” and
“don’t exist” (are null) in the set theory, discuss the notion of “provability” as
a possible proxy for “is true”, and so on (and will do so in the next chapter), as
those things appear to be algebraic constructs that gain existential validity only
to the extent that they permit us to make well-formed propositions concerning
their associated Universal set. In general we’ll find that they are really useful
only in artificial set Universes, not existential ones, and only useful to existential
ones to the extent that we construct axiomatically defined mappings between the
two. The real Universe isn’t “true” — it just is. Abstract propositions in logic
about the real Universe can never be proven to be true using logic without this
presumed (unprovable) mapping.

Formal mathematics is what we call the human activity of creating the ar-
tificial set Universes we wish to either use as a proxy for the real existential
Universe or just for the sheer fun of doing so. It is usually developed from az-
tomatic set theory from the beginning because we can see almost immediately
upon attempting to develop set theoretic mathematics that any such develop-
ment cannot be unique or complete. Axioms are needed almost immediately for
non-existential mathematical sets to deal with notions of conditionally undefined
set operations, paradoxes, domain restrictions and infinity, and oddnesses that
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result from viewing any given Universal set — say, the integers — as being embed-
ded in a larger Universal set — say, a quaternionic field expressed as a function of
curvilinear space-time coordinates with specific conditions on smoothness and a
metric. Cantor’s paradox (really, Cantor’s theorem) suggests that pretty much
any set Universe can not only be embedded in a larger set Universe, it can be
embedded in a much much larger set Universe, recursively, so we can never talk
about a truly Universal Set that contains all possible Sets any more than we can
talk about a largest real number, only various ways that real number sequences
can scale to infinity.

Computational mathematics is a particularly lovely blend of logic and arith-
metical mathematics on a highly constrained, discretized domain. The “set Uni-
verse” of objects acted on by the operations of a computer is finite and discrete,
intended to approzrimate real number arithmetic via integer arithmetic and sym-
bolic mappings on a finite mesh. As a result it is nearly ideal for our purpose of
understanding the p (NaS) set, especially since there is of course no way to actu-
ally produce a truly undefined result in the limited set of logical transformations
available to a computer.

Physics and natural science in general are still another and are truly based
on an existential set Universe, even though without axioms even there we find
ourselves unable to reason about the set Universe, only to experience a single
instantaneous realization drawn from it. We imagine that there is something we
have named “set theory” (and all related imagined results such as “logic” and
“mathematics”) but to be able to use this to reason about the actual existential
set requires axioms galore.

Just as is the case with computing, where NaN results hav