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Abstract

This thesis presents a search for boson resonances that decay into an energetic photon

and the Standard Model’s W or Z boson: X ! W� and X ! Z�. The dataset used

for the measurement was collected at the CERN Large Hadron Collider during a run

period from 2015 to 2018. The proton-proton collision center-of-mass energy was

13 TeV with a useful integrated luminosity recorded using the ATLAS detector of

139 fb�1. New particle identification techniques are employed, and event selection

criteria are optimized to improve the search sensitivity. No significant deviations

from the Standard Model predictions are observed over a W� and Z� mass range

from 1.0 to 6.8 TeV. The data are used to set limits with 95% confidence level on the

production cross section of massive bosons that are predicted by various extensions

of the Standard Model’s theory of elementary particles.
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Chapter 1

Introduction

One of the main philosophies behind science is reductionism, which believes the

universe can be described by some fundamental building blocks, and all higher level

phenomena can be derived from the knowledge of these blocks. Although further

researches imply that reductionism does not tell the full story, it will definitely not be

the complete story without the knowledge of fundamental blocks of universe. Particle

physics is at the uttermost frontier guided by this spirit of reductionism. The most

fundamental building blocks known by physicists are called the elementary particles,

including quarks, leptons and force carriers (bosons). Most of the knowledge of these

elementary particles are unified under a theory called the Standard Model (SM).

The SM is one of the most significant achievements of all fields of science in the

last half century. Based on SM, physicists can predict with high precision and explain

in details most of the phenomena observed. It successfully unified three out of four

interactions discovered by physicists: electromagnetic, strong and weak interactions.

Only the gravity is left outside of the SM. The interactions in SM are described by

symmetries – SU(3)C⇥SU(2)L⇥U(1)Y . The SU(3)C describes the strong interaction,

and the SU(2)L ⇥ U(1)Y unified the electromagnetic and weak interaction into a so-

called electroweak sector. This electroweak sector originally has only the unified

electroweak interaction, and then the symmetry is broken into two parts with the

Higgs mechanism. In standard model, all these interactions are propagated by its

corresponding force carriers: photons for electromagenetic interaction, W± and Z

bosons for weak interaction and gluons for strong interaction. However, half a century

ago, the only force carrier discovered is the photon. All other three bosons, and also
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the Higgs boson, are discovered and validated on colliders since then. Actually, the

particle physics has been substantially developed in last several decades, because of

this improvement of the observation tools, large particle colliders and detectors, for

producing particles and probing them with high precision.

Although SM has achieved brilliant success, there are still some observations de-

viate from SM predictions. Just like the two clouds obscuring the classical dynamics,

these unsolved problems like the composition of dark matter and source of neutrino

mass, can potentially lead to some new physics beyond standard model (BSM). For

example, one of the hypothesis for dark matter, is that dark matter can weakly

interact with normal particles. This interaction could be originally unified with elec-

troweak sector, and was separated after a symmetry breaking process, which means

the original unified electroweak interaction has more symmetry dimensions than we

expected, and the Higgs mechanism is more complicated than our current under-

standing. If this hypothesis is true, the real electroweak sector will have more gauge

bosons. The new gauge boson might not be able to interact with other fermions, but

at least should be able to interact with other bosons like photons and W/Z bosons.

This new gauge boson decaying into a photon and a W/Z boson is the target process

of the search in this thesis.

In this thesis, the search is conducted on the largest, and highest energy dataset

ever collected for high energy particle collisions. This 139 fb�1 dataset is collected

during Run 2 of the Large Hadron Collider (LHC) by the ATLAS experiment. The

protons collide with each other in LHC at 13 TeV. At this energy, some new processes

might be unlocked, among them is the hypothetical new gauge boson in electroweak

sector. Even though the chance of producing this boson can be extremely low, with

such a large dataset, it could be produced many times, and there is still a good chance

to find them.
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The content of this thesis are organized as follows. Chapter 2 provides the back-

ground theory of SM, together with the theoretical motivation for this search. Chap-

ter 3 demonstrates the details of the Large Hadron Collider and the ATLAS experi-

ment at CERN. Chapter 4 explains the experimental and statistical methods used in

this search. The final results including the corresponding statistical and systematical

uncertainties are shown in Chapter 5. In Chapter 6, the results of this search is

shown, and in Chapter 7 conclusions are made and future plans to extend this search

are listed.
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Chapter 2

Theory Background

2.1 The Standard Model

Figure 2.1: A table of the elementary particles in the Standard Model.

The Standard Model (SM) is a gauge theory describing features of all known

particles and interactions (except gravity). It unifies the strong, weak and electro-

magnetic interactions with a common framework. This is the best attempt so far

to build a theory of everything. There are three generations of quarks and leptons

(spin 1/2), four gauge bosons (spin 1) and a Higgs boson (spin 0) contained in the

SM. These particles are shown in Fig. 2.1.[1] Four gauge bosons are the mediators for

interactions: gluons mediate the strong interaction, W± and Z0 bosons mediate the

weak interaction, and photons mediate the electromagnetic interaction. The Higgs

boson generates mass for the W± and Z0 bosons, and for the quarks and leptons.

This successful theory is built upon some simple symmetry assumptions, and de-
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veloped within the framework of non-abelian gauge field theories. In this section, I

will demonstrate how these assumptions can be developed into a theory of almost

everything. The natural units (~ = c = 1) and Einstein summation convention are

used in this chapter.

2.1.1 Quantum Electrodynamics (QED)

In classical electrodynamics, the electromagnetic field is not unique. Any transfor-

mation in the form of Eqn. 2.1 will not change the dynamic equations, and therefore

is e↵ectively identical. Such a transformation is called a gauge transformation, and

the invariance (of physics) under this transformation is called gauge invariance.

~A ! ~A0 = ~A+r�, V ! V 0 = V � @�

@t
(2.1)

In 1918, Hermann Weyl tried to unify the only two forces known at that time –

the electromagnetic force and gravity – with the help of this gauge transformation.[2]

This is the first attempt to develop gauge theories. Although this attempt failed,

together with the Noether’s theorem also published the same year, a new perspective

emerges by connecting invariance with conservation laws that has deeply changed the

philosophy of modern physics.

The first light of gauge field theory appears when Weyl pointed out the Lagrangian

of the Dirac equation for  (Eqn. 2.2) and the Maxwell equation for four potentials

Aµ and its tensor F µ⌫ = @µA⌫ � @⌫Aµ (Eqn. 2.3) are invariant under the gauge

transformation of Eqn. 2.4.

L = i ̄�µ@µ �m ̄ (2.2)
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L = � 1

16⇡
F µ⌫Fµ⌫ (2.3)

 ! eige�(x) , Aµ ! Aµ + @µ� (2.4)

In Eqn. 2.4, the ge is a constant and its meaning will be revealed later. The �

is dependent on spacetime coordinates, which implies the phase term of the wave-

function is localized. Such a gauge invariance is called “local gauge invariance”

compared to the “global gauge invariance” with � constant over all space and time.

The Lagrangian describing the electromagnetic interaction can be derived from

the Dirac Lagrangian based on this gauge invariance. [3] [4] If the Dirac Lagrangian

is transformed by Eqn. 2.4, there will be an extra term:

L0 = i ̄�µ@µ �m ̄ � (ge ̄�
µ )@µ�.

The coe�cient ge is related to both the fractional charge of fermion (f), and

electromagnetic fine structure constant (↵
em

):

ge = f
p
4⇡↵

em

.

Since the other half of the gauge transformation is also related to @µ�:

Aµ ! Aµ + @µ�.

By adding an extra term into the Dirac Lagrangian, the invariance can be retained:

L = i ̄�µ@µ �m ̄ � (ge ̄�
µ )Aµ.

On the other hand, the Lagrangian terms for a massive spin-1 particle field is the

Proca Lagrangian:
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L = � 1

16⇡
F µ⌫Fµ⌫ +

m2

A

8⇡
A⌫A⌫ . (2.5)

The first term is invariant under Eqn. 2.4, but the second term is not. Fortunately,

since there is a mass factor mA in this term, a massless spin-1 field like photon can

eliminate this term and fully avoid such a problem. Therefore, the full Lagrangian

derived from Dirac Lagrangian based on local gauge invariance becomes:

LQED = i ̄�µ@µ �m ̄ � 1

16⇡
F µ⌫Fµ⌫ � (ge ̄�

µ )Aµ. (2.6)

The first and second term of Eqn. 2.6 describe a free spin-1
2

field (fermion) with

mass m, third term is for a massless free spin-1 field (gauge boson), and the last term

for the interaction between these two fields. This is exactly how the electromagnetic

interaction works.

Since Eqn. 2.4 describes a rotation of  in the complex plane, which means the

gauge transformation is isomorphic to the U(1) group, this gauge invariance is called

“U(1) gauge invariance”. Electric charge conservation corresponds to this U(1) gauge

invariance, just like energy and momentum conservation corresponds to the space and

time translations.

2.1.2 Yang-Mills Theory

The U(1) gauge invariance used to derive the theory of the electromagnetic interaction

was noticed after the theory had been established. It seems to be more like an

alternative formalization of QED, which undermined the significance of this gauge

invariance. The situation persists until Chen-Ning Yang and Robert Mills applied

the same local gauge invariance using the group SU(2). They built a framework for

the foundation used to describe the weak interaction called the “Yang-Mills Theory”,

7





and also inspired further study of other non-abelian gauge field theories.

In this section, an overview of the development of the Yang-Mills Theory based

on the section 10.4 of [3] will be presented. From just the assumption of SU(2)

symmetry, a model for the weak interaction can be built with three massless vector

bosons – one neutral, two oppositely charged.

Consider a composite wave-function constructed from a doublet of particles like

(u, d) or (e�, ⌫e). We cannot describe all possible unitary transformations for this

doublet with just a U(1) group. For example, define the new wave-function for the

particle doublet as:

 =

✓
 
1

 
2

◆
.

These two components ( 
1

and  
2

) are both 4-component Dirac wave-functions.

Assume the mass of the two particles is the same. The Lagrangian for such a particle

doublet becomes:

L = i ̄�µ@µ �m ̄ .

The corresponding gauge transformation is again a unitary matrix, but now be-

longs to the SU(2) symmetry group:

 ! U .

The U matrix is a 2 ⇥ 2 unitary matrix, and since all unitary matrices can be

expressed by exponential of Hermitian matrices, we can have:

U = eiH ,
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H = ✓1+ ⌧ · a.

a is a three dimensional arbitrary vector, and the ⌧ is constructed from the Pauli

matrices as:

⌧ =

0

@
⌧
1

⌧
2

⌧
3

1

A ,

⌧
1

=
1

2

✓
0 1
1 0

◆
, ⌧

2

=
1

2

✓
0 �i
i 0

◆
, ⌧

3

=
1

2

✓
1 0
0 �1

◆
.

Therefore, the gauge transformation for SU(2) becomes:

 ! ei✓ei⌧ ·a . (2.7)

The first part is exactly the U(1) gauge transformation, and the second factor is

for the SU(2) gauge transformation. For future convenience, an SU(2) local gauge

transformation can be defined by letting a(x) = �gw�(x).

 ! e�ig
w

⌧ ·�(x) 

Aµ ! Aµ + @µ�+ 2gw(�⇥Aµ)
(2.8)

In Yang-Mills theory used to describe weak interaction, the 3-components of the

weak field Aµ can be defined as:

Aµ = (W
1µ,W2µ,W3µ).

The extra term needed for the free fermion Lagrangian to be invariant under such

a transformation (Eqn. 2.8) is:
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L = i ̄�µ@µ �m ̄ � (gw ̄�
µ⌧ ) ·Aµ.

For a multi dimensional field Aµ, the field tensor also need to be modified because

there is a new asymmetric term Aµ ⇥A⌫ available. In this case, the field tensor F µ⌫

is defined as:

F µ⌫ = @µA⌫ � @⌫Aµ � 2gw(A
µ ⇥ A⌫).

This coe�cient choice makes the term F µ⌫F µ⌫ invariant under Eqn. 2.8 when the

boson is massless, which makes the full Yang-Mills Lagrangian as:

LYM = i ̄�µ@µ �m ̄ � (gw ̄�
µ⌧ ) ·Aµ � 1

16⇡
F µ⌫F µ⌫ . (2.9)

The second last term describe the interaction between fermions and bosons. Since

Aµ = (W
1µ,W2µ,W3µ), it can be expanded as:

(gw ̄�
µ⌧ )·Aµ =

gw
2
[ ̄

2

�µ 
1

(W µ
1

+iW µ
2

)+ ̄
1

�µ 
2

(W µ
1

�iW µ
2

)+( ̄
1

�µ 
1

� ̄
2

�µ 
2

)W µ
3

]

(2.10)

Each of the interaction terms represent a coupling in the weak interaction, between

either same or opposite part of the weak doublet. This means we can redefine each

of the component of weak field as:

W�
µ =

1p
2
(W µ

1

+ iW µ
2

),

W+

µ =
1p
2
(W µ

1

� iW µ
2

),

W 0

µ = W µ
3

.
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This shows how a theory framework for weak interaction can be built by solely

requiring the local gauge invariance for SU(2). The main characteristic for weak

interaction is included in this simplified model of Yang-Mills theory: there are two

charged bosons and a neutral boson, intermediating either flavor changing or flavor

neutral current of weak interaction. However, several problems in this theory have

to be addressed. The most critical one is that, mass term itself is not invariant

under gauge transformation. It seems the Yang-Mills theory prohibit vector bosons

to acquire any mass.

2.1.3 Symmetry Breaking and the Higgs Mechanism

Although the Yang-Mills theory looks beautiful in mathematics, physicists, including

Wolfgang Pauli, questioned the theory due to its lack of boson mass, and therefore

making the weak interaction e↵ective at long distance. This seems to be a problem

for all field theory derived from gauge invariance, because the mass term of spin-1

Proca Lagrangian (Eqn. 2.5) is not invariant under local gauge transformation. This

problem is finally solved by introducing symmetry breaking into the gauge theory. A

simplified derivation of the Higgs mechanism will be presented in this section based

on section 10.7 to 10.9 of [3].

In order to find a way to generate mass for spin-1 bosons, we need to identify

the mass term in Lagrangian first. For example, in the Klein-Gordon Lagrangian

(Eqn. 2.11), the mass term can be easily identified as �1

2

m2�2.

L =
1

2
@µ�@

µ�� 1

2
m2�2 (2.11)

However, when replacing the mass term�1

2

m2�2 with the Higgs potential +1

2

µ2�2�
1

4

�2�4, 1 the new mass term becomes less obvious.

1This � is a constant for Higgs potential, not the same as defined in section 2.1.1 and 2.1.2.
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L =
1

2
@µ�@

µ�+
1

2
µ2�2 � 1

4
�2�4 (2.12)

Since the Feymann calculus is perturbative, we can consider wave-functions as

excitations from ground state (vacuum). This ground state is determined by the wave-

function with minimum potential. The Klein-Gordon Lagrangian is just a coincident

with ground state being � = 0, and the equation itself is automatically a expansion

around it. In more general cases, the mass term is the second order term when

the Lagrangian is expanded around the ground state of the wave-function. Take

Eqn. 2.12 as an example. By considering the Lagrangian as L = T � U , the kinetic

and potential parts are:

T =
1

2
@µ�@

µ�,

U = �1

2
µ2�2 +

1

4
�2�4.

This potential reaches its minimum when � = ±µ/�. With a wise choice of

gauge transformation, the positive sign can be taken. By defining the perturbative

wave-function as ⌘, the full Lagrangian can be expanded around � = µ/�+ ⌘.

L = �1

2
@µ(⌘ +

µ

�
)@µ(⌘ +

µ

�
) +

1

2
µ2(⌘ +

µ

�
)2 � 1

4
�2(⌘ +

µ

�
)4

= �1

2
@µ⌘@

µ⌘ � µ2⌘2 � µ�⌘3 � 1

4
�2⌘4 + constant

The mass term is now clearly �µ2⌘2, and corresponding mass of boson is m =
p
2µ.

After clarifying the mass term in Lagrangian, the mechanism of generating mass

for spin-1 boson can be explored. This can be done by introducing a scalar field
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similar to Eqn. 2.12 and a spin-1 field Aµ. The scalar field � is not real but complex

(� = �
1

+i�
2

), and the derivative is replaced by covariant derivative (Dµ = @µ+iqAµ)

to fulfill local gauge invariance. Then the full Lagrangian becomes:

L =
1

2
(Dµ�)

⇤Dµ�+
1

2
µ2�⇤�� 1

4
�2(�⇤�)2 � 1

16⇡
F µ⌫Fµ⌫ . (2.13)

Since the potential in Eqn 2.13 is the same as Eqn. 2.12, the ground state is at

�2

1

+ �2

2

= µ2/�2. Due to the global gauge invariance, the ground state can be taken

as Eqn 2.14 without losing generality.

�
1

= ⌘ +
µ

�

�
2

= ⇠

(2.14)

Then the perturbative expansion of Lagrangian is:

L =
1

2
[(@µ � iqAµ)�

⇤][(@µ + iqAµ)�] +
1

2
µ2�⇤�� 1

4
�2(�⇤�)2 � 1

16⇡
F µ⌫Fµ⌫

=
1

2
[(@µ � iqAµ)(⌘ +

µ

�
� i⇠)][(@µ + iqAµ)(⌘ +

µ

�
+ i⇠)]

+
1

2
µ2(⌘2 +

2µ⌘

�
+

µ2

�2
+ ⇠2)� 1

4
�2(⌘2 +

2µ⌘

�
+

µ2

�2
+ ⇠2)2 � 1

16⇡
F µ⌫Fµ⌫ .

There is a term qµ
�
@µ⇠A

µ left from the kinetic term implying direct interchange

between scalar boson ⇠ and vector boson A, which has never been observed. This

can be solved by applying a proper local gauge transformation making � always a

real value. In other words, ⇠ has to be fixed at 0. This can greatly simplify the

calculation:
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L =
1

2
[(@µ � iqAµ)(⌘ +

µ

�
)][(@µ + iqAµ)(⌘ +

µ

�
)]

+
1

2
µ2(⌘2 +

2µ⌘

�
+

µ2

�2
)� 1

4
�2(⌘2 +

2µ⌘

�
+

µ2

�2
)2 � 1

16⇡
F µ⌫Fµ⌫

=
1

2
[@µ⌘@

µ⌘ + (⌘ +
µ

�
)2q2AµA

µ]

� µ2⌘2 � µ�⌘3 � 1

4
�2⌘4 � 1

16⇡
F µ⌫Fµ⌫ + constant

=
1

2
@µ⌘@

µ⌘ +
q2

2
⌘2AµA

µ +
q2µ

�
⌘AµA

µ +
q2µ2

2�2
AµA

µ

� µ2⌘2 � µ�⌘3 � 1

4
�2⌘4 � 1

16⇡
F µ⌫Fµ⌫ + constant

By properly re-grouping all terms:

L =
1

2
@µ⌘@

µ⌘ � µ2⌘2 ! (kinetic and mass terms of spin-0 boson)

� 1

16⇡
F µ⌫Fµ⌫ +

q2µ2

2�2
AµA

µ ! (kinetic and mass terms of spin-1 boson)

+
q2µ

�
⌘AµA

µ � µ�⌘3 ! (triple boson coupling)

+
q2

2
⌘2AµA

µ � 1

4
�2⌘4 ! (quadruple boson coupling)

Comparing the kinetic and mass terms of spin-1 boson with Eqn. 2.5, the mass

of boson can be found:

m2

A

8⇡
=

q2µ2

2�2
,

mA =
2
p
⇡qµ

�
.
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Therefore, by introducing a new scalar boson, and applying both global and local

gauge invariance, the mass term for spin-1 boson can be generated. This mechanism

is called the Higgs mechanism, and the scalar boson introduced is called the Higgs

boson. With this mechanism, the weak bosons (W± and Z0) can be massive, which

makes the weak interaction to be e↵ective only at short distance. The idea of the

Higgs mechanism was originally developed by Peter Higgs and other physicists in 1964

[5] [6] [7]. The Higgs boson has been searched for half a century until the discovery of

the Higgs boson at a mass of 125 GeV in 2012 by the ATLAS and CMS experiments

at the LHC [8]. The Higgs mechanism was finally confirmed and the gauge theory

for elementary particles – the Standard Model – got its strongest evidence.

2.1.4 Electro-Weak Unification

Since the Higgs mechanism provided a solution to the generation of weak boson

mass, the Yang-Mills theory became more convincing. Further e↵orts were made to

unify both the electromagnetic and weak interactions. These two interactions are

unified into a single framework by extending the symmetry group so that it contains

subgroups of both U(1) for the electromagnetic interaction and SU(2) for the weak

interaction. This is called the Glashow-Weinberg-Salam (GWS) theory.[3] However,

there are two corrections needed to build this framework. Firstly, a change is required

for a practical theory of the weak interaction to account for parity violation. It turns

out neutrinos are all left-handed, and so are the leptons interacting with them through

the weak interaction. This means a parity operator for left-handed particles (PL) is

needed for the weak interaction terms in the Lagrangian. Secondly, in order to deal

with the components in weak isospin doublets with di↵erent eigenstates of electric

and weak charges, a hyper-charge operator Y is introduced. This operator is defined

by the Gell-Mann Nishijima relation:
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Q = ⌧
3

+
Y

2
. (only for left-handed particles)

Under the symmetry of this U(1)Y ⇥ SU(2)L group, the unified electro-weak

Lagrangian can be built. The flavor changing terms of W± in Eqn. 2.10 will be

preserved, and these W± fields correspond to the W± bosons. The flavor neutral

terms from SU(2)L and U(1)Y will come together:

Lneutral = �g0( ̄�µ
Y

2
 )Bµ � gw( ̄�

µ⌧
3

PL )W
0

µ .

These two fields can be mixed with each other:

✓
Zµ

Aµ

◆
=

✓
cos ✓w � sin ✓w
sin ✓w cos ✓w

◆✓
W 0

µ

Bµ

◆
.

With proper choice of the Weinberg angle ✓w, the QED interaction term can be

restored, which requires:

LQED = (kinetic terms)�  ̄�µ(g0 cos ✓w
Y

2
+ gw sin ✓w⌧3PL) Aµ

= (kinetic terms)� ge( ̄�
µQ )Aµ.

Compare this equation with Gell-Mann Nishijima relation, the coupling constants

can be determined based on the known ge:

g0 =
ge

cos ✓w
,

gw =
ge

sin ✓w
.

And the remaining term for Zµ is:
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LZ = � ̄�µ(gw cos ✓w⌧3PL � g0 sin ✓w
Y

2
) Zµ

= � ̄�µ[gw cos ✓w⌧3PL � g0 sin ✓w(Q� ⌧
3

PL)] Zµ

= � ̄�µ[(gw cos ✓w + g0 sin ✓w)⌧3PL � g0 sin ✓wQ] Zµ

= � ̄�µ( ge
sin ✓w cos ✓w

⌧
3

PL � ge sin ✓w
cos ✓w

Q) Zµ

= � ge
sin ✓w cos ✓w

 ̄�µ(⌧
3

PL � sin2 ✓wQ) Zµ

= �gz ̄�
µ(⌧

3

PL � xwQ) Zµ

where

gz =
ge

sin ✓w cos ✓w

xw = sin2 ✓w.

The electromagnetic interaction and weak interaction are unified under the same

framework built by non-abelian gauge theory as shown in this section. The predic-

tions of this theory have been tested for decades, and results are all consistent. After

the discovery of Higgs boson in 2012, the electroweak unification theory acquired

the last missing piece. Even if this theory is finally proved to be inaccurate in some

regime, it has already provided a sound ground for future exploration.

2.1.5 Quantum Chromodynamics (QCD)

Similar to the weak interaction, the strong interaction can also be interpreted using

a non-abelian gauge theory. Unlike the electro-weak case, the only kind of fermions

a↵ected by strong interaction are the quarks. They each form a triplet with 3 di↵erent

color charges, usually call red, green and blue. This is why the theory of strong

interaction is called Quantum Chromodynamics (QCD).
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The wave-function of a color triplet can be defined as:

 =

0

@
 r

 g

 b

1

A .

Although each flavor of quarks comes with three di↵erent colors, the mass of them

are supposed to be identical. The Lagrangian of a free quark is:

L = i ̄�µ@µ �m ̄ .

The corresponding local gauge transformation can be applied by a U(1) and an

SU(3) symmetry group. The transformation U of such a group can be written as:

U = ei✓ei�·a.

Here � are the Gell-Mann matrices:

�
1

=

0

@
0 1 0
1 0 0
0 0 0

1

A �
2

=

0

@
0 �i 0
i 0 0
0 0 0

1

A �
3

=

0

@
1 0 0
0 �1 0
0 0 0

1

A

�
4

=

0

@
0 0 1
0 0 0
1 0 0

1

A �
5

=

0

@
0 0 �i
0 0 0
i 0 0

1

A �
6

=

0

@
0 0 0
0 0 1
0 1 0

1

A

�
7

=

0

@
0 0 0
0 0 �i
0 i 0

1

A �
8

=
1p
3

0

@
1 0 0
0 1 0
0 0 2

1

A .

A modification from Yang-Mills theory is required due to the additional dimension

of wave-function and symmetry group. The cross product is now defined as:

(B ⇥C)i =
8X

j,k=1

fijkBjCk.
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With the fijk to be the structure constants of SU(3) as:

[�i,�j] = 2ifijk�k.

The QCD Lagrangian is therefore very similar to Eqn. 2.9, except for the inter-

action term:

LQCD = i ̄�µ@µ �m ̄ � (g ̄�µ� ) ·Aµ � 1

16⇡
F µ⌫F µ⌫ . (2.15)

The eight Gell-Mann matrices correspond to eight di↵erent gluons. They are

massless spin-1 vector bosons.

2.1.6 Success and Limitation of Standard Model

The predictions of the Standard Model have achieved great success in the past sev-

eral decades. As a theory covering almost every aspect of the microscopic world,

its predictions are in extraordinary agreement with experimental observations. Fig-

ure 2.2 provided a brief summary of experimental measurements done to test the SM.

It shows fantastic agreement between SM theory predictions and the experimental

measurements. Furthermore, some new particles are discovered with the guidance of

SM. Based on calculations using the GWS theory [10] and measurement of ✓w, the

W± and Z0 boson mass were predicted to be:

mW = 82± 2 GeV,

mZ = 92± 2 GeV.

These two bosons were discovered in 1983 [11] with masses measured to be:

mW = 81.0± 2.5± 1.3 GeV,

mZ = 91.9± 1.3± 1.4 GeV.
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L dt

[fb�1]
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WWZ
WWW

t̄tZ

t̄tW

ts�chan

ZZ

WZ

Wt

H

WW

tt�chan

t̄t

Z

W

pp
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Sherpa 2.2.2 (theory) 79.8 PLB 798 (2019) 134913
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HELAC-NLO (theory) 20.3 JHEP 11, 172 (2015)
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� = 4.8 ± 0.8 + 1.6 � 1.3 pb (data)
NLO+NNL (theory) 20.3 PLB 756, 228-246 (2016)

� = 6.7 ± 0.7 + 0.5 � 0.4 pb (data)
NNLO (theory) 4.6 JHEP 03, 128 (2013)

PLB 735 (2014) 311

� = 7.3 ± 0.4 + 0.4 � 0.3 pb (data)
NNLO (theory) 20.3 JHEP 01, 099 (2017)
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Matrix (NNLO) & Sherpa (NLO) (theory) 36.1 PRD 97 (2018) 032005
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MATRIX (NNLO) (theory) 36.1 EPJC 79, 535 (2019)

PLB 761 (2016) 179

� = 16.8 ± 2.9 ± 3.9 pb (data)
NLO+NLL (theory) 2.0 PLB 716, 142-159 (2012)

� = 23 ± 1.3 + 3.4 � 3.7 pb (data)
NLO+NLL (theory) 20.3 JHEP 01, 064 (2016)

� = 94 ± 10 + 28 � 23 pb (data)
NLO+NNLL (theory) 3.2 JHEP 01 (2018) 63

� = 22.1 + 6.7 � 5.3 + 3.3 � 2.7 pb (data)
LHC-HXSWG YR4 (theory) 4.5 EPJC 76, 6 (2016)

� = 27.7 ± 3 + 2.3 � 1.9 pb (data)
LHC-HXSWG YR4 (theory) 20.3 EPJC 76, 6 (2016)

� = 61.7 ± 2.8 + 4.3 � 3.6 pb (data)
LHC-HXSWG YR4 (theory) 79.8 PRD 101 (2020) 012002

� = 51.9 ± 2 ± 4.4 pb (data)
NNLO (theory) 4.6 PRD 87, 112001 (2013)
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� = 89.6 ± 1.7 + 7.2 � 6.4 pb (data)
NLO+NLL (theory) 20.3 EPJC 77, 531 (2017)

� = 247 ± 6 ± 46 pb (data)
NLO+NLL (theory) 3.2 JHEP 04 (2017) 086

� = 182.9 ± 3.1 ± 6.4 pb (data)
top++ NNLO+NNLL (theory) 4.6 EPJC 74, 3109 (2014)

� = 242.9 ± 1.7 ± 8.6 pb (data)
top++ NNLO+NNLL (theory) 20.2 EPJC 74, 3109 (2014)

� = 826.4 ± 3.6 ± 19.6 pb (data)
top++ NNLO+NNLL (theory) 36.1 arXiv: 1910.08819
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Figure 2.2: Comparison of the measurements and theoretical predictions of the
Standard Model process cross-sections.[9] The measurements are all done by exper-
iments at the LHC with

p
s = 7, 8 and 13 TeV. The theoretical predictions are

calculated with next-to-leading order (NLO) or higher precisions. From the rare pro-
cesses (� ⇠ 10�1 pb) to common processes (� ⇠ 1011 pb), data and theory agree
fantastically.

20



After several decades, the measurements of these two bosons have become more

precise. In 2020, the latest measurements are [1]:

mW = 80.379± 0.012 GeV,

mZ = 91.1876± 0.0021 GeV.

In 2012, the last particle predicted by the SM – the Higgs boson – was discovered

at the LHC.[8] This means all the mechanisms needed to build the SM are proven to

be true. This is certainly one of the most successful theories in physics history.

Although there is no doubt about the success of the SM, some fundamental short-

comings exist. Firstly, it fails to include gravity, which is one of the four fundamental

interactions. Since general relativity has also achieved great success, it is believed

that the ultimate theory of everything must incorporate general relativity in some

way. Secondly, the dark matter candidate is not included in the basic SM. There are

many modifications and extensions of the SM with good dark matter candidates, like

the axions and some Supersymmetry (SUSY) particles, but none of them has been

found. Our benchmark theory models discussed in the second half of this chapter are

motivated by this problem.

Except for the gravity and dark matter problems, some limitations are also emerg-

ing when we explore further in particle physics. One of the problem is concerning

matter anti-matter asymmetry. The SM does not predict strong enough Charge-

Parity (CP) symmetry violation, which is required for a source of matter anti-matter

asymmetry. One of the main contributions of CP violation predicted by the SM

comes from the weak interaction. An extension of the electroweak sector of the SM

might be a solution of this problem. This thesis will explore some possible extensions

of the SM in the electroweak sector.
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2.2 Beyond the Standard Model

In order to search for new particles, a study of theories beyond the standard model

(BSM) is necessary. These BSM theories should preserve features and most of conclu-

sions of the SM, while providing possibilities to cover the shortcomings. Such studies

can provide both guidance to the most probable new particles, and understanding

kinematic and substructure signatures for such events if they are detected. In this

thesis, three BSM theories are used as benchmark models to generate simulation of

events for target processes. However, the search itself is generic. The main purpose

of this search is not to test some specific models, but to look for any anomalies in

the W� and Z� mass spectra.

The first theory [12] introduces a new singlet scalar boson similar to the Higgs

boson. It was proposed before the SM’s 125 GeV boson was observed. It provides

an alternative theory model if we observe some resonance similar to the Higgs boson,

but with non-standard branching ratios into one or more final states. In this specific

model, it can enhance the decay of a singlet scalar into �� and Z� final states by an

order of magnitude even if the resonance mass is above the WW kinematic threshold.

In this thesis, the model is used to produce a process with a spin 0 resonance decaying

into a Z� final state.

The second model [13] used for generating Monte-Carlo events is a heavy vector

triplets model. By introducing a new three dimensional real vector corresponds to an

adjoint representation of SU(2)L with vanishing hypercharge, the model predicts a

new charged boson and a new neutral boson both with spin one. The charged boson

decay into W� is suppressed, but not completely forbidden. Therefore, we use this

model to generate our simulated events for a charged boson decay into a W� final

state.

The third model [14] is motivated by the fine-tuning issue for the Higgs mass
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by constructing a theory that can automatically make the radiative corrections for

the Higgs mass to be finite. This theory is built by an SU(N) symmetry in higher

space dimensions. Such a model predicts a spin 2 neutral boson which can decay

into the Z� final states. We use it to produce two di↵erent simulations with either a

quark-quark collision or gluon fusion production modes.
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Chapter 3

The Large Hadron Collider and the

ATLAS Experiment

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the largest proton-proton collider ever con-

structed in human history. As shown in Fig. 3.1, the LHC is located near Geneva,

Switzerland at the European Organization for Nuclear Research (CERN). The tunnel

of the LHC is 26.7 km in length, and lies 45 to 170 meters underground. This pow-

erful tool for searching for SM and BSM particles was finally approved in December

1994 by the CERN Council, and built between 1998 and 2008.[15] It has been the

energy and luminosity frontier of high energy physics ever since. Currently in the

LHC, protons collide with a center-of-mass energy of 13 TeV, with a total integrated

luminosity of 156 fb�1 delivered by the end of 2018. There are 4 interaction points

on the ring. Each of the 4 major experiments, ATLAS, ALICE, CMS and LHCb,

are built on one of the interaction points. ATLAS [16] and CMS [17] are two general

purposed experiments, searching for all types of phenomena including but not lim-

ited to the Higgs search and measurements, electroweak interaction studies, and dark

matter searches; LHCb is an experiment focusing on particles and processes contain-

ing b and anti-b quarks; and ALICE is designed to study heavy-ion (lead nuclei and

more) collisions to understand strong interaction more profoundly.

The tunnel of the LHC was originally built for the Large Electron-Positron Col-

lider (LEP) running from 1989 to 2000, which is famous for its precise measurements

of the Z boson. LEP failed to observe evidence of the Higgs boson, a particle pro-
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posed by Peter Higgs in 1964 to generate mass to W and Z bosons, and instead set a

lower mass bound of 114.4 GeV, barely missing the discovery at LEP. This goal was

finally achieved by the LHC in 2012, with the ATLAS and CMS experiments com-

bined to claim the discovery of the 125 GeV Higgs boson. After that, the LHC has

become a factory of Higgs boson, and more precise measurements of Higgs features

are being conducted. There are also many searches being conducted at the LHC for

BSM particles and phenomena before and after the Higgs discovery.

Geneva

CERN

ALICEATLAS

LHC

SPS

PS

BOOSTER

LHCbCMS

ALICE

ATLASLHCb

CMS

~100 m

Figure 3.1: A landscape of LHC ring and its surrounding, and the locations of 4
experiments on LHC.

The high center-of-mass energy achieved by the LHC is strongly benefited by

innovative technologies in superconductivity and cryogenics. Since the collider ge-

ometry is determined by the size of the LEP tunnel, the bending force provided by

superconducting magnets will directly determine the collision energy limit the LHC
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can reach. The magnetic field must be strong enough to bend the trajectory of pro-

tons inside the LHC, making them follow the curvature of the machine vacuum pipe.

After careful consideration and validation, with e↵ort both from the physics commu-

nity and industry, the parameters of 1232 dipole and 392 quadrupole magnets were

decided. Unlike older generations of colliders, the LHC used the well-proved NbTi

superconductor, but cooled using the latest technology with superfluid helium to a

temperature of 2 K, compared to supercritical helium with temperature of slightly

above 4.2 K. This allowed the magnet system of the LHC to run at 8 T, compared

to other colliders (Tevatron-FNAL, HERA-DESY and RHIC-BNL) that were usually

below or around 5 T, and therefore pushed the proton-proton collision energy limit

of the LHC to 14 TeV. The design of twin-bore magnets was also adopted by the

LHC to enable protons traveling in opposite directions in the ring to collide head to

head. [18]

The LHC not only collides particles with the highest center-of-mass energy ever

achieved, but also has reached the highest luminosity for proton-proton collisions.

The luminosity mentioned here is a number measuring the intensity of interaction col-

lisions. The instantaneous luminosity is defined to be the event rate per cross-section

for a process, as defined in Eqn. 3.1, and the integrated luminosity is defined as the

time integral of instantaneous luminosity as shown in Eqn. 3.2. The total number

of events for a specific process can be predicted by multiplying the integrated lumi-

nosity by the cross-section of the corresponding process, Nevent = �processL. For the

LHC, the instantaneous luminosity is determined by parameters of colliding beams as

shown in Eqn. 3.3. nb is the number of proton bunches; Nb is the number of protons

in each bunch; frev is the frequency of revolution and �r is the relativistic gamma

factor. These four parameters combine to estimate the rate of protons running across

each other. They are fully determined by the beam of the LHC. There are about
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2800 bunches filled into the LHC, with about 1.1⇥ 1011 protons in each bunch. These

bunches are separated by a time interval of 25 ns, which result in a collision rate of

40 MHz. ✏n = �r✏ is the normalized beam emittance; �⇤ is the beta function at

the interaction point and F is a geometric factor related to the beam crossing angle.

These three factors are determined by the geometry of the interaction points.[19]

L =
1

�

dN

dt
(3.1)

L =

Z
L dt (3.2)

L =
N2

b nbfrev�r
4⇡✏n�⇤ ⇥ F (3.3)

Since modern methodology in high energy physics strongly relies on statistics,

evaluating and constraining all results with rigorous statistical treatments, the high

luminosity of the LHC improves both the sensitivity of searches, and accuracy of

measurements. LHC has reached a peak instantaneous luminosity of approximately

2⇥ 1034 cm�2s�1, and has delivered a total integrated luminosity of 156 fb�1. (See

Fig. 3.2) This high luminosity is achieved with a price of multiple pp collisions hap-

pening simultaneously in each proton-proton bunch crossing at the LHC. This is

called pileup, and monitored for each of the runs as shown in Fig. 3.3. This pileup

information is useful in both monitoring the running status of the collider, and pro-

viding collision background information for measurements.

3.2 The ATLAS Experiments

The ATLAS experiment uses a general purposed detector (Fig. 3.4) operating at one

of the LHC collision points.[16] The detector started construction in the early 1990s,
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Figure 3.2: The integrated luminosity delivered by LHC machine, and collected by
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and started taking data in 2009. The first period of operation, called Run 1, started

on 20 November 2009, and stabilized in early 2010 to be running at 7 TeV pp

collision center-of-mass energy until 2011. Run 1 continued with an energy increase

to 8 TeV, and ended in early 2013. The second period of operation, Run 2, running

from 2015 to the end of 2018, recorded 147 fb�1 of 13 TeV collision data with 139

fb�1 good for physics studies. The research described here uses this dataset.

Figure 3.4: An overview of ATLAS detector structure.

The coordinate system used by the ATLAS detector is defined as follows. The

x-axis is in the plane of the LHC ring, pointing to the center, the y-axis is defined

going up vertically, and the z-axis is along the beam according to the right hand rule.

The angle � is defined in the x-y plane, and ✓ is defined relative to the z-axis. A

more frequently used parameter, pseudorapidity ⌘, is defined based on ✓ as shown in

Eqn. 3.4.

⌘ = � ln tan
✓

2
(3.4)
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As a general purposed detector, ATLAS is designed to capture signatures of all

possible collision products. Di↵erent layers of the ATLAS detector are each sensitive

to specific features of outgoing particles. Starting from the point of pp collisions,

particles will first go through the Inner Detector, which consist of a silicon pixel layer,

a silicon microstrip layer (SCT) and a Transition Radiation Tracker (TRT). These

sub-detectors provide information about the tracks and vertices, which is useful for

tagging the particle type and measuring the momenta of charged particles. A solenoid

magnet producing a magnetic field of 2 T surrounds this Inner Detector. The next

layer just outside this solenoid is the electromagnetic calorimeter measuring energy

of the outgoing particles. Electrons and photons are expected to be fully absorbed in

this layer. The next layers are hadronic calorimeters, where the remaining baryons

and mesons showered from quarks and gluons completely deposit their energy. The

particles not fully absorbed by these calorimeters, most likely to be muons, will get

into the Muon Spectrometers. There are superconducting toroid magnets providing

0.2-3.5 T magnetic field for measuring the momenta of muons. [16]

As mentioned before, di↵erent sections of the detector are sensitive to di↵erent

features of particles, which means each type of particle will leave a unique signature

in the detector as shown in Fig. 3.5. In this analysis, we expect to produce photons

and W/Z bosons in the final state, with the bosons decaying to qq̄ pairs. These qq̄

pairs subsequently produce jets of hadrons. The information provided by the Inner

Detector tracking system, electromagnetic calorimeters and hadronic calorimeters is

utilized to reconstruct these particles. The following sections of this thesis will explain

in detail the operation and performance of these detector systems.
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Figure 3.5: An illustration of di↵erent particle signatures in ATLAS detector.
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3.2.1 The Inner tracking Detectors

The inner detector (ID) contains a silicon pixel layer, a silicon microstrip layer (SCT)

and a Transition Radiation Tracker (TRT) as shown in Fig. 3.6. It is the innermost

component of the ATLAS detector. The charged particles can be precisely tracked

by the ID with the help of a solenoid magnet that produces a 2 T magnetic field

to measure their momenta. The reconstructed tracks of charged particles provide

crucial information to determine their vertex positions, magnitude of momenta and

signs of charge. The TRT also provides particle identification (PID) information for

electrons. More details of the layers and geometry of the inner detector are shown in

Fig. 3.7, and will be described in following sections.

Figure 3.6: The structure of the inner detector
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Figure 3.7: The geometry of the Inner Detector. For di↵erent pseudo-rapidity,
particles will go through di↵erent layers of the Inner Detector.

3.2.1.1 Pixel Detector and Semiconductor Tracker (SCT)

The pixels [20] and SCT [21] are both semiconductor detectors. When a charged

particle passes through a semiconductor, it leaves ionization. Since there is a bi-

ased voltage applied to the semiconductor, the charge carriers (electrons or positive

holes) are driven to produce ionization current. This signal is picked up by readout

electronics. There are three barrel layers and three endcap disks for the pixels. An

extra layer, called the insertable B-layer (IBL), was added in 2014 to improve track-

ing and b-tagging performance for the increased luminosity of Run 2 and beyond.

With the IBL and pixel readouts combined, ATLAS reached an intrinsic accuracy of

10 µm ⇥ 115 µm (r� ⇥ z), and a vertex reconstruction resolution of 11 µm in x and

y, and 24 µm in z.

The SCT provides another four semiconductor layers outside the pixels with dou-

ble sided strip detector modules. The strips on either side of a module are set at a 40

mrad stereo angle, allowing for 2D reconstruction in the modules. This saves money

and readout bandwidth at the cost of accuracy which become 17 µm⇥580 µm (r�⇥z).

The pixels and SCT endcaps provide tracking coverage up to |⌘| < 2.5.
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3.2.1.2 Transition Radiation Tracker (TRT)

The TRT [22] is a gas drift tube detector. The basic elements of TRT are polyimide

drift (straw) tubes of 4 mm diameter. When a charged particle travels through

a straw, it ionizes gas along its track. The ionization clusters drift to a central

wire under high voltage with an electromagnetic cascade amplifying the signal. The

electric signals are collected on the central wire. The distance from the track to the

wire is estimated by the drift time of collected charge. With both barrel and endcap

sections, the TRT provides coverage of |⌘| < 2, and an intrinsic accuracy of 130 µm.

In addition to measuring charge particle hits, the TRT also provides particle

identification (PID) for electrons. Relativistic charged particles will induce transition

radiation (TR) photons when they pass across boundaries with di↵erent indices of

refraction. In the TRT, polypropylene fibers filled between TRT straws provide many

transition boundaries. The energy of TR photons is proportional to the Lorentz factor

of the particle � = E/m. Electrons, due to their low mass, can induce TR photons

with high enough energy to eject electrons from the gas filled in the TRT straws. This

produces a much stronger signal than direct charged particle ionization. Therefore,

the TRT can provide a very e↵ective electron PID.

3.2.2 Calorimeters

Calorimeters, as implied by their name, measure the energy of particles. There are

several di↵erent types and designs of calorimeters. The ATLAS calorimeters [23] are

built in a classical design, with alternating layers of absorbing material to initiate

radiation and active layers to measure the radiation energy. The absorbers make

the incoming particles shower into multiple objects with lower energy, and the active

layers will be scintillated or ionized by these objects and provide electronic signals

related to their energy deposit, which provide enough information to reconstruct the
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incoming particles. Multiple sub-detectors either for detecting photons or electrons,

which are called electromagnetic (EM) calorimeters, or if more sensitive to hadrons

called hadronic calorimeters, are assembled together to build the ATLAS calorimeter

system. [24, 25] As shown in Fig. 3.8, di↵erent sub-detectors cover di↵erent angles for

outgoing particles. For example, the EM barrel calorimeter covers the low ⌘ region,

and the high ⌘ region is covered by the EM endcap calorimeter.

Figure 3.8: An overview of ATLAS calorimeter system.

The electrons, photons and hadrons, all interact in the calorimeters, but have

di↵erent features and produce di↵erent interaction products (see Fig. 3.9). When

high-energy electrons enter the calorimeter, they radiate bremsstrahlung photons,

which happens whenever charged particles accelerate. On the other hand, photons

will induce some electron positron pair production in the mediator. This means

high-energy photons or electrons will produce cascades as lower energy electrons and

photons, and finally can be fully absorbed by the calorimeter. This process is called

an electromagnetic cascade. For a specific kind of material, the radiation length X
0
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is defined as the distance traveled by an electron which reduces its energy by a factor

of 1/e. This radiation length is used to evaluate the interaction strength between

electrons and the corresponding material, and therefore determines the depth of each

layer for the ATLAS EM calorimeter.

The hadronic cascade is similar to the electromagnetic cascade in many aspects.

The largest di↵erence is that, hadronic cascade is based on the strong interaction.

Therefore, although hadronic showers contain some EM shower components, they

also have non-EM components. The electrons, photons and neutral pions present

in a hadronic cascade process are absorbed as EM showers. The other non-EM

components like protons, neutrons, charged pions and kaons. will inelastically collide

with nucleus in absorber material, excite these nucleus into unstable state, making

them radiate more mesons, baryons and photons for further interactions. Both of

the components combined make a full hadronic cascade, and its ratio strongly varies

event by event based on the decay products and energy distribution of the initial

hadron. Unlike EM components, non-EM components contain some invisible energy.

There is energy stored in the nuclear binding energy, the production of neutrinos

and high energy muons, and the kinetic energy left in absorber material. All these

energy components cannot provide signals in the active layers, and therefore become

e↵ectively invisible to the hadronic calorimeter. A large portion of energy from

hadrons, sometimes as high as 30% to 40%, are of this type. Although a heavy

e↵ort is made to compensate and calibrate the hadronic calorimeter performance, the

precision of the hadron energy measurements is lower than that of the EM calorimeter.

[26]
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Figure 3.9: A simple demonstration of both electron/photon and hadron showering
cascade happening in calorimeters.

3.2.2.1 The ATLAS Electromagnetic Calorimeter

The EM calorimeter (ECAL) [24] in ATLAS detector is built in three parts, the barrel

calorimeter covering ⌘ less than 1.475, and the two endcap calorimeters covering ⌘

between 1.375 and 3.2. All of them are liquid Argon (LAr) sampling calorimeters,

with lead as the absorber and LAr in the active layers. When traveling in the lead

layer, electrons and photons shower, losing their energy, and when they enter the LAr

layer, they will ionize LAr atoms. The electrons are drifted to electrode plates, and

then recorded as electric signals.

The alternating layers of ECAL are in accordion-like shape to provide both phi

symmetry and complete azimuthal coverage without cracks (see Fig. 3.10). They

are divided into two or three di↵erent layers depending on the location of the de-

tector. In each layer, calorimeters consist of tower-like cells with di↵erent �� ⇥�⌘

granularities. For example, in the barrel calorimeter, the first sampling layer as il-
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lustrated in Fig. 3.10, has a extremely fine resolution in ⌘ to distinguish showers

induced by di↵erent kinds of particles. This layer is constructed with strips in size

of �⌘ ⇥�� = 0.0031 ⇥ 0.098 with the depth of 4.3 X
0

. The second sampling layer

is 16 X
0

in depth, which collects most of energy from electromagnetic showers. The

angular size of this layer is increased to �⌘ ⇥ �� = 0.025 ⇥ 0.0245 because of the

cone size spread during cascade process. At the third sampling layer, where only

the highest energy photons and electrons could reach, the cell size is doubled in ⌘

direction without any cost of resolution. The depth of this third layer is only 2 X
0

.

The thickness of the ECAL in total is about 22 X
0

, so that showers of electrons

and photons are usually fully absorbed and measured. The resolution of the ECAL,

shown in Eqn. 3.5, is energy dependent, and is about 1% for 100 GeV electrons.

�(E)

E
=

10%p
E( GeV)

� 0.17% (3.5)

3.2.2.2 ATLAS Hadron Calorimeter

Similar to the ECAL, the ATLAS hadron calorimeter (HCAL) is divided into several

parts. There is a scintillating tile barrel hadronic calorimeter [25], with two extended

pieces, covering eta less than 1.7, and two end-cap hadronic calorimeters [24] covering

eta from 1.5 to 3.2. The end-cap hadronic calorimeters use LAr like the ECAL,

but copper as absorber layers instead. In the central part of the HCAL system,

plastic scintillating tiles are used as the active material and steel as the absorber (see

Fig. 3.11). The hadrons traveling through this calorimeter will scintillate the plastic

tile and produce ultra-violet (UV) radiation. The produced UV light is shifted to

visible wavelength with organic fluorescence embedded in the plastic tiles, collected

with fiber optic cables, and measured by photomultiplier tubes on the outer edge

of HCAL. There are three layers in the barrel, and four in end-cap. Due to the
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Figure 3.10: ATLAS ECAL barrel Calorimeter geometry.

missing energy in hadronic cascade process, the resolution of this HCAL, as shown in

Eqn. 3.6, is worse than ECAL. For a 350 GeV pion in central region, the resolution

is about 6.6%.

�(E)

E
=

56.4%p
E( GeV)

� 5.5% (3.6)

3.2.3 ATLAS Trigger and Data Acquisition System

The ATLAS detector collects the proton-proton bunch collision information at the

rate of 40 MHz. This provides high luminosity with the cost of high pile-up, and

also heavy load on the data reading bandwidth. Each of the events can produce

many physical objects, such as electrons, photons, muons, jets and missing transverse

energy (MET). As a result, the data recorded is 1-2 MB for a single event, and the

39



Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 3.11: ATLAS Hadron Tile Calorimeter geometry.

total processing rate will be 40-80 TB/s without any selection. Therefore, the collision

information must be selected in real-time. The trigger and data acquisition system

(TDAQ) is designed to do this job. There are three layers of the trigger system called

Level-1 (L1), Level-2 (L2) and an event filter. L2 and the event filter together are

called High-Level Trigger (HLT).

The L1 trigger select events with high-pT objects (photons, electrons, muons and

jets), large MET or large total transverse energy. The L1 trigger uses reduced-

granularity information from a subset of detectors to decide the regions of interest

(RoI). The event rate is reduced from 40 MHz to 100 kHz after L1 trigger selection.

The L1 decision reaches the front-end electronics in 2.5 µs. In order to improve the

performance of the L1 trigger, the identification and reconstruction must be done

in clever ways. For example, the electron/photon (e/�) reconstruction algorithm is

called a sliding window algorithm. As shown in Fig. 3.12, some fixed window (2⇥2) is
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used to scan through EM calorimeter towers looking for two neighboring towers that

have a total energy deposit over some pre-defined threshold. Isolation-veto thresholds

are set for the 12-tower around the ring in the EM calorimeter, as well as for the 2⇥2

hadronic-tower core sum behind the cluster and the surrounding 12-tower hadronic

ring.

Figure 3.12: Sliding window algorithm for e/� L1 triggers.

The L2 trigger uses RoI information decided by L1 to obtain additional informa-

tion from the detector readout, and makes further selection. This reduces the event

rate further to below 3.5 kHz, with an average event processing time of approximately

40 ms. The event filter further selects events to a rate which can be recorded with

the fully built event information. It reduces the event rate to about 1 kHz, with an

average event processing time in order of seconds.

Most of the complex algorithms are applied at the HLT level due to its longer

processing time. For e/� identification, a ringer algorithm is introduced in Run 2

to replace an older cut-based method. As shown in Fig. 3.13, this algorithm makes

decision based not only on the information from each calorimeter cell, but the sum of

energy deposit in each of the rings. The total energy deposits in each of the rings are
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sent into a Neural Network to make particle identification. This new algorithm pro-

vides basically the same e�ciency but 2-3 times greater rejection of the background.

The time spent for processing is almost halved due to the background removal at an

early stage of the HLT. [27]

Figure 3.13: Ringer algorithm for e/� HLT identification.

In summary, the data acquisition system (DAQ) receives and bu↵ers the event

data at the L1 trigger rate. Then this DAQ transmits any data requested by the

L2 trigger. For those events passed the L2 trigger, event-building starts. The recon-

structed events are then send to the event filter by the DAQ, and the events passed

the event filter can finally be recorded for physics studies at a rate of 1 kHz.
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Chapter 4

Analysis Methods

4.1 The measurement of photons and W/Z bosons

The search presented in this thesis looks for new heavy boson decaying into a final

state with a high energy photon and a strongly boosted W/Z boson which decays into

qq̄ pairs. In the ATLAS detector, high energy photons are directly identified, and the

products of hadronic W/Z boson decays are reconstructed as a shower of particles

called jets. The reconstruction of these objects utilizes information collected by both

the inner detector and calorimeter systems described in Chapter 3. The methods of

reconstruction are described in this section.

4.1.1 Photon identification and reconstruction

The reconstruction of photons utilizes both calorimeter and tracking information from

the inner detector. The full reconstruction has several steps. An algorithm called the

“ringer” algorithm described in section 3.2.3 uses calorimeter information to provide

rectangular area cells containing the local maximum energy cells in the calorimeter.

The positions of these clusters are matched to tracks from the inner detector, and

determine the particle hypothesis among electrons, photons and converted photons.

After the particle hypothesis is determined, the cluster size is rebuilt based on the

type of particle, and cluster calibrations are applied accordingly. If there is a track

matched to this cluster, the direction is determined by this track, otherwise the

position of the cluster will be used to determine the photon direction. Finally, some

discriminant variables are used to reject backgrounds. About half of the photons are
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converted to electron-positron pairs before reaching the calorimeter, so the converted

vertex reconstruction is critical. A good e�ciency for conversion radius below 80 cm

is achieved by considering not only the double-track conversions, but also single-track

conversions, where one of the electron or positron is not reconstructed in the inner

detector tracking system.
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Figure 4.1: The orange inverted triangle dots shows the HLT g140 loose photon
trigger e�ciency. This photon trigger is applied in pre-selection for our measurement.
There is good agreement between data (solid symbols) and the simulation (open
symbols) for the trigger performance.[28]

The ATLAS trigger system is described in section 3.2.3. We use the HLT g140 loose

trigger for event pre-selection. The transverse energy threshold for the photon is 140

GeV, and the photon identification criteria here is relatively loose, which requires

less stringent application of discriminant variables. The performance of this trigger

for selecting photons is shown in Fig. 4.1.
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4.1.2 Reconstruction of boosted jets

Unlike leptons and photons, which leave relatively clean signals in the detector, glu-

ons and quarks have more complicated signatures, and need special treatment to

reconstruct. These colored paricles will shower into many softer colorless hadrons. In

order to reconstruct the original quark or gluon, an algorithm clustering the shower

produced by the quark/gluon hadronic products is needed.

Figure 4.2: A simulated parton-level example together with some random soft ob-
jects called “ghost”, clustered by anti-kt algorithm. As shown in figure, high energy
objects are reconstructed with a good shape, not a↵ected by the choice of ghosts,
which implies the stability of this anti-kt algorithm. More discussion and comparison
with other algorithms are made in [29].

The clustering algorithm for jet reconstruction used in ATLAS is called the anti-kt

algorithm.[29] This is named after the function used to measure the distance between

candidate objects produced in the hadronic shower. This definition of the distance for
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di↵erent jet clustering algorithms can be written in a general form shown in Eqn. 4.1.

A measure of distance to beam is also defined as Eqn. 4.2. i and j denotes two di↵erent

cells or subjet candidates. kt means transverse momentum of a calorimeter cell. �R2

ij

is defined as �2

ij + ⌘2ij. Rjet is a parameter used to define the cone size of final jets.

The so-called anti-kt algorithm takes the parameter p to be -1.

dij = min(k2p
ti , k

2p
tj )

�R2

ij

R2

jet

(4.1)

diB = k2p
ti (4.2)

When the clustering algorithm starts, all the dij and diB values are computed. If

the minimum one of these values is some dij, i-th and j-th subjet will be clustered

into one, if it is diB, the i-th subjet is identified as a di↵erent jet. This process will

be repeated until all candidate objects are assigned to jets. Note in this process,

if �Rij > Rjet, dij must be larger than diB or djB depending on which object has

smaller transverse momentum. This guarantees a well defined maximum jet cone

size Rjet. Rjet = 0.4 is usually used for reconstructing quark and gluon jets, but

sometimes two collinear partons from a boson decay become interesting, and a larger

cone jet with Rjet = 1.0 is useful. Rjet = 0.2 is used to reconstruct subjets within

these large cone jets to further reveal substructure, and therefore the original source

of these large cone jets.

In this search, a very broad mass range of W� and Z� is explored, which means

the energy of the boosted W and Z jets can be extremely large. For these strongly

boosted jets, the angular resolution is not enough to study the jet substructure.

Therefore, a new technique called Track-CaloClusters (TCC) is introduced. [30]

The Track-CaloClusters jets are reconstructed by including the track information.

Since the angular resolution of the tracker is much better than the calorimeter, by
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matching tracks to clusters of calorimeter cells, the angular information of objects in

jet clustering algorithm is more accurate. This improves the performance of recon-

struction for both the jet mass and the jet substructure used to identify W/Z boson

hadronic decay products.

4.1.3 Identification of boosted W/Z boson jets

In order to discriminate large cone jets originating from W/Z boson with other sim-

ilar jets, some jet substructure variables are defined. When a vector boson is very

energetic, it decays hadronically into two quarks traveling collinearly, making a so-

called two-prong jet. The relative positioning of the small-cone jets become a very

strong discriminating feature, and n-point energy correlation functions provide a well-

defined measure of such feature. The 1-point and 2-point functions are defined as

shown in Eqn. 4.3 and Eqn. 4.4. The variables pi in these functions are the momen-

tum four-vector and Ei is the total energy of the i-th small-cone jets. EJ is the total

energy of all the objects in the large-cone jet.

✏
(↵)
2

=
1

E2

J

NX

i<j

EiEj(
2pi · pj
EiEj

)↵/2 (4.3)

✏
(↵)
3

=
1

E3

J

NX

i<j<k

EiEjEk(
2pi · pj
EiEj

2pi · pk
EiEk

2pj · pk
EjEk

)↵/2 (4.4)

According to the work of Andrew J. Larkoski, Ian Moult, and Du↵ Neill [32] [33],

a variable D(↵)
2

is defined as Eqn. 4.5. In ATLAS, the value of ↵ is usually chosen to

be 1, and the variable D
(↵=1)

2

= D
2

is used as convention. This variable takes small

values for a two-prong jet and large values for a one-prong jet. The performance of

this variable is shown in Fig. 4.3.
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Figure 4.3: The left figure shows the D
2

variable contours in (e
2

, e
3

) phase space
for 1-prong jets (Region I) and 2-prong jets (Region II). The right figure shows the
separation power of D

2

variable for boosted Z boson jets from the background jets
produced by QCD processes. The estimation for QCD jets in dashed line shows
the prediction made by perturbation calculation, and the solid line shows prediction
including non-perturbative corrections. [31]

D
(↵)
2

=
e
(↵)
3

(e(↵)
2

)
3

(4.5)

The boosted boson tagging in this search utilizes the jet mass and D
2

variables.

This tagging criteria is optimized on boosted W and Z boson induced jets produced

from a simulated sample of W 0 ! WZ. The cut values for jet mass and D
2

as func-

tions of jet pT are shown in Fig. 4.4. The improvement with a new TCC algorithm,

compared to the old jet clustering algorithm using locally calibrated topological clus-

ters called LCTopo, is shown in Fig. 4.5. [30]

4.1.4 Identification of jets from beauty hadron decays

The jets from beauty hadron decays have special features that di↵er from gluon jets

or other light-quark jets. Almost 70% of Z bosons decay hadronically, and about 15%

out of all possible decay modes, the final products are a pair of bb̄ quarks. For other
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Figure 4.4: These plots show the cut functions for TCC jets tagging for W and
Z bosons. The solid lines are the selections used in this thesis. The lines in the
left two plots show the threshold for D2 variables for W/Z boson tagging, with low
values accepted and high values rejected. The lines in right two plots shows the
jet mass window cut for W/Z boson tagging in di↵erent jet pT regime. The solid
lines in these plots are optimized for the significance of a heavy diboson resonance
search in semi-leptonic final states (one of the W/Z boson decays hadronically and
the other decays leptonically), and the dashed lines (together with a cut on number
of tracks) for a heavy resonance search from two boosted jets both produced by W/Z
bosons. Plots are made by the ATLAS VV semi-leptonic search group using ATLAS
simulated W 0 ! WZ samples in [34].
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sources of boosted jets, mostly from QCD processes, the fraction of bb̄ final states

are much less than from Z bosons. Due to the power of background rejection from

beauty hadron identification, this can significantly improve selection of boosted jets

from Z boson decays.

In the ATLAS experiment, the b-jets are identified by combining three di↵erent

algorithms: an impact parameter-based algorithm, an inclusive secondary vertex re-

construction algorithm, and a decay chain multi-vertex reconstruction algorithm.[35]

The first two of these algorithms are based on the fact that beauty hadrons have a

long lifetime, and the last one attempts to reconstruct the full decay chain of the

beauty hadron.

The impact parameter is defined as the distance of the charged track extrapolated

to the primary vertex. For each track, there is a transverse impact parameter (d
0

)

defined in the r�� plane and a longitudinal impact parameter (z
0

) in the z direction.

Due to the long lifetime of b-hadrons, large impact parameters of tracks usually

increase the chance of finding b-jets. By combining all tracks’ contributions with

a log-likelihood ratio function
PN

i=1

log p
b

p
u

, a score of this impact parameter-based

b-tagger can be used for the next step. N is the number of tracks associated to the
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jet, pb and pu are the template probability density functions (PDF) for b-flavour and

light-flavour jet hypotheses. The assumption of no correlations among the various

tracks in the jet is made.

The secondary vertex finding algorithm explicitly reconstructs potential secondary

vertices by looking at every pair of tracks. All these potential secondary vertices are

checked carefully based on their silicon hits (sum of pixel and SCT hits), kinematic

variables and impact parameters. They will be rejected if they are likely to be a

product of long-lived particles, photon conversions or hadron interacting with detector

material. The highest pT candidate vertex will be reconstructed as the secondary

vertex.

The decay chain multi-vertex algorithm uses a Kalman filter to find a common

line through the primary vertex and the bottom/charm vertices, and assuming it to

be the fight path and position of the b-hadron. This provides extra information so

that with a single track attached to the vertex, it can still be found.

Both the secondary vertex finding algorithm and the decay chain multi-vertex

algorithm provide information about displaced vertices, and the corresponding kine-

matics information for tracks associated to them. Combining this information with

the log-likelihood ratio from the impact parameter algorithm, a Boosted Decision

Tree (BDT) is trained to optimize b-tagging performance. The final output of this

b-tagger is the BDT score. This full b-tagging algorithm is named as MV2c20, which

is upgraded from MV1 algorithm used in Run-1. Not only the improvement on per-

formance is significant, MV2c20 algorithm also simplified the multi-variable training

steps by directly taking input from each of the algorithms. Fig. 4.6 shows the dis-

criminating power of this MV2c20 b-tagger. There are four operating points for the

MV2c20 b-tagging algorithm with di↵erent e�ciency provided as shown in Table. 4.1,

and in this thesis, the 60% e�ciency operating point is applied. More details of the
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full b-tagging algorithms in ATLAS are described in [35].
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Figure 4.6: This plot shows the performance of the MV2c20 algorithm used to
discriminate beauty hadron decay products. The training of this BDT is performed
on a set of approximately 5 million tt̄ events, which contains beauty hadron showered
jets (b jets), charm hadron showered jets (c jets), and jets showered from other light-
flavour hadrons (light-flavour jets). The b-jets are assigned as signal, and a mixture
of 80% light-flavour jets and 20% c jets as background. As we can see in the plot, this
MV2c20 b-tagger provide a very strong rejection power for c jets and light-flavour
jets, while keeping most of the b jets in the high score area.[35]
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Table 4.1: Operating points provided for the MV2c20 b-tagging algorithm, with cor-
responding e�ciency and rejection (reciprocal of e�ciency) rates shown in this table.
The statistical uncertainties for these e�ciency and rejection rates are negligible. [35]

E�ciency Cut Value c-jet Rejection ⌧ -jet Rejection Light-jet Rejection

60% 0.4496 21 93 1900

70% -0.0436 8.1 26 449

77% -0.4434 4.5 10 140

85% -0.7887 2.6 3.8 28

4.2 Statistical Methods

4.2.1 Statistical treatment in High Energy Physics

In high energy physics experiments, the physical results of interest are usually buried

within huge amount of experimental data collected, and can only be extracted by

some statistical treatment. Furthermore, the level of belief we can have on a result

is sometimes as important as the result itself. This section will provide the details of

the statistical treatment of the data used in this thesis.

In general, a search for certain physical processes or objects can be formalized

as a frequentist statistical test. Theories provide hypothesis, data provides observa-

tion, and with proper statistical treatment, results with physical meanings can be

extracted. Depending on whether the search targets a discovery or an exclusion, the

final result can be either a significance or a limit. The significances or limits are es-

sential criteria for a discovery or an exclusion. However, they cannot solely decide the

validity of a theory or hypothesis. The merit of signal hypothesis and the compatibil-

ity between data and theory will also be taken into consideration. In this thesis, both

the significance and the upper limit on production cross-section are calculated. The

observation is tested between a background-only hypothesis considering all known

SM physics processes, and a signal plus background hypothesis including also the

BSM process we are searching for. For limit setting, the signal plus background hy-

pothesis is treated as the null hypothesis H
0

, and the background-only hypothesis
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is treated as the alternative hypothesis H
1

. For calculation of a signal significance,

the background only hypothesis is treated as null hypothesis H
0

, and the signal plus

background hypothesis is used as the alternative hypothesis H
1

. [36]

The direct result from a statistical test is a probability called p-value. This p-value

is the probability of finding an observation with equal or greater incompatibility with

the predictions made by the hypothesis. The hypothesis is regarded as excluded if the

corresponding p-value below a certain threshold. Another value mentioned frequently

call significance Z is defined solely based on the p-value as shown in Eqn. 4.6 and

Figure. 4.7.

Z = ��1(1� p) (4.6)

Figure 4.7: The left figure shows some random distribution f(tµ|µ), and corre-
sponding p-value for the specific observation tµ,obs. The right figure shows how this
p-value can be translated into significance by a standard normal distribution function
�(x) = (1/

p
2⇡exp(�x2/2)). The signal strength µ is defined later in Eqn. 4.7, and

test statistics tµ in Eqn. 4.12.

The function ��1 here is the quantile (inverse of the cumulative function) of a

standard Gaussian distribution. Although the probability distribution is not always

Gaussian, this function translates the p-value directly into a significance Z for a

Gaussian distribution, therefore providing an intuition of how much the observation

deviates from the hypothesis. For example, a significance Z larger than 5 is usually
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regarded as the criteria for discovery with a corresponding p-value of 2.87⇥ 10�7. In

order to set limits, a threshold of p-value of 0.05 (95% confidence level) is chosen,

which corresponds to a significance Z = 1.64. An important feature of equation 4.6 is

that, the significance Z decreases monotonically when the p-value increases. Although

the relationship between p-value and Z is non-linear, the median of Z is always the

corresponding significance of the median of the p-value. Since the median of the

p-value can also be determined from the median of observation, the median of the

expected significance can be calculated directly from the median of the observation.

This median of expected significance is usually reported as the sensitivity of the

experiment.

The frequentist significance test is started by choosing functions to describe sig-

nal and background processes. These functions contain not only the parameters of

interest like the rate (cross section) of the signal and background, but also other nui-

sance parameters which are not fixed a priori. Some of these nuisance parameters are

constrained by the experimental systematic uncertainties, the others are determined

by fitting the signal and background functions to the simulation or the data. The

functions need to be su�ciently flexible so that the true signal and background exist

somewhere within the phase space allowed for the nuisance parameters. The extra

flexibility introduced by these nuisance parameters results in a loss of sensitivity,

while if the flexibility is not enough, an additional systematic uncertainty will be

added to the measurement. In this thesis, this extra uncertainty is determined by

a method widely used in the ATLAS experiment called a spurious signal test which

will be discussed later in this section.

To compare the compatibility of the observation to di↵erent hypotheses, a well-

defined measure of compatibility is necessary. In high energy physics, this compat-

ibility can be defined with a likelihood ratio function. The first step is to build a
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likelihood function for a given hypothesis. Assume in a binned analysis, which divides

events into bins based on some kinematic variable, the expected number of events

falling into the i-th bin can be expressed as Eqn. 4.7.

hnii = µsi + bi (4.7)

The variable µ here means the strength of the signal process. µ = 0 implies

background-only hypothesis, and µ = 1 is the nominal signal plus background hy-

pothesis. si and bi are expected number of events from signal and background, each

determined by a set of nuisance parameters as shown in Eqn. 4.8.

si =stot

Z

bin i

fs(x; ✓s)dx

bi =btot

Z

bin i

fb(x; ✓b)dx

(4.8)

The stot and btot are total amount of events from signal and background. The dis-

tribution of signal and background are each determined by a set of nuisance parame-

ters ✓s and ✓b. Here we define ✓ = (btot, ✓s, ✓b) to denote all the nuisance parameters.

The stot is related to the cross-section of the signal process, which is the parameter

we are measuring, so it is not included in the list of nuisance parameters.

The likelihood of actually observing ni events in that i-th bin follows a Poisson

probability as Eqn. 4.9. The ✓ here represent all nuisance parameters in this equation,

including those in signal and background functions used to estimate si and bi.

Li(µ, ✓) =
(µsi + bi)ni

ni!
e�(µs

i

+b
i

) (4.9)

The full likelihood function can be built by directly multiplying all bins together

as Eqn. 4.10.
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L(µ, ✓) =
NY

i=1

Li(µ, ✓)P (✓) (4.10)

The extra term P (✓) here is the probability distribution for di↵erent nuisance pa-

rameters, such as gaussian distributions for some of the systematic uncertainties. The

corresponding profile likelihood ratio used to measure incompatibility of a hypothesis

is defined as Eqn: 4.11.

�(µ) =
L(µ, ˆ̂✓(µ))

L(µ̂, ✓̂)
(4.11)

The µ̂ and ✓̂ in the denominator are the variables that maximize this likelihood

function, called the (unconditional) maximum-likelihood estimators of µ and ✓. The

ˆ̂
✓(µ) in numerator is the conditional maximum-likelihood estimator of ✓ if µ is already

fixed. This makes 0  �  1, and larger � means better agreement. Therefore

a test statistics called tµ can be defined as Eqn. 4.12 to be equivalent and more

convenient since it can take all real values. Depending on di↵erent assumptions, this

test statistics can be defined di↵erently.

tµ = �2 ln(�(µ)) (4.12)

As the measure of incompatibility is defined by this profile likelihood ratio, the

p-value can be calculated from Eqn. 4.13 to evaluate the probability of the hypothesis

with observation. This is also shown in the left figure of Fig. 4.7.

pµ =

Z 1

t
µ,obs

f(tµ|µ)dtµ (4.13)

57



The function f(tµ|µ) here is the probability density function (p.d.f.) of the test

statistics tµ. One of the important test statistics used to make a discovery is defined

by assuming only physically possible cases with µ � 0. This assumption is common

for searching an excess made by some new physics process above a known background.

And for discovery, we are e↵ectively trying to reject the µ = 0 hypothesis. We then

use a special notation q
0

, and define it as Eqn. 4.14.

q
0

=

⇢ �2 ln(�(0)) µ̂ � 0
0 µ̂ < 0

(4.14)

4.2.2 Optimization of Sensitivity

Before applying the full statistical treatment, the first step of analysis is to define

the signal region of events selected to do the search. This requires a quantitative

definition of sensitivity so that the selection criteria can be optimized based on it.

In this search, a counting experiment is used to estimate the search sensitivity. This

counting experiment is done by defining a mass window around the signal as a one-bin

analysis, and then counting the number of events from signal and background in the

bin. The likelihood function follows a Poisson distribution. Assuming the number of

background events b is already known (or can be estimated very precisely), and we

finally observe n events in data, the likelihood function can be written as:

L(µ) =
(µs+ b)n

n!
e�(µs+b). (4.15)

According to Eqn: 4.11 and Eqn. 4.14, the test statistics for discovery is:

q
0

=

(
�2 ln(L(0)

L(µ̂)
) µ̂ � 0

0 µ̂ < 0
(4.16)
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Since the background b is known, and assuming the signal strength s is normalized

to unity, µ̂ = n� b. According to [36], by taking the approximation with su�ciently

large b, the significance can be written as: [36]

Z
0

=
p
q
0

=

⇢ p
2(n ln(n/b) + b� n) µ̂ � 0

0 µ̂ < 0
(4.17)

The measure of the sensitivity can be defined as the median significance with

the nominal signal hypothesis (µ = 1). This can be predicted by using the most

representative distribution as the ‘Asimov” dataset.[37] The expected observation

n = s+ b in this Asimov dataset. The median of the significance then becomes:

med[Z
0

|0] = p
q
0

=
p

2((s+ b) ln(1 + s/b)� s) =
sp
b
(1 +O(s/b)), s � 0. (4.18)

In this search, we use the approximation med[Z
0

|0] ⇡ s/
p
b to optimize our

search strategy, but will go back to the exact Poisson likelihood function Eqn. 4.15

for sensitivity estimation, especially in the region with very little background events.

In many analyses, the signal region is also divided into di↵erent parts based on

the expected purity of the signal events. By separating high purity and low purity

signal regions into di↵erent subsets called categories, the sensitivity of the search will

be improved. Each category can be e↵ectively an independent study if the signal

regions for each of them are orthogonal (no overlap between any two of them). The

final result requires combination of the di↵erent categories. Just as in doing multi-

binned analysis, more categories can be treated as more bins being observed in a

di↵erent (but orthogonal) phase space. Therefore, the likelihood function of each

of the categories will be multiplied together to make the full likelihood function as

in Eqn. 4.10. Then the following steps to build the profile likelihood ratio and test

statistics will be just the same as described above.
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4.2.3 Setting Exclusive Limits

In this search, the significance of the data’s deviation from the background only

hypothesis is reported. In addition, exclusive limits on cross-sections are set for

potential heavy resonance decay into W� or Z� final states. This is done by floating

the signal strength parameter µ defined in Eqn. 4.7. A modified confidence level is

defined as:[38]

CLs+b = P (tµ < tobs) =

Z t
obs

�1
f(tµ|µ),

CLb = P (tµ=0

< tobs) =

Z t
obs

�1
f(tµ|µ = 0),

CLs = CLs+b/CLb.

(4.19)

The functions f(tµ|µ) here is defined similar to the p-value calculation (Eqn. 4.13),

which is the p.d.f. of the test statistics tµ. CLs+b represents the possibility of finding

the observation excluding the signal plus background hypothesis, and the CLb rep-

resents the possibility of excluding the background only hypothesis. By looking for

a proper value of µ which makes the CLs = 0.95, the corresponding cross-section of

the signal process can be regarded as a limit with confidence level of 95%. Scanning

through the full mass spectrum, exclusive limits with 95% confidence level can be

produced. Any cross section above this limit represents a hypothesis that is excluded

by more than 95% probability.

4.2.4 Shape Modeling and Spurious Signal

In this thesis, we also need to study the shape of the signal and the background

to constrain the nuisance parameters. This is done by doing a maximum-likelihood

fit with chosen functions or families of function candidates. The likelihood function
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can be defined either in a binned perspective, by dividing events into di↵erent small

windows on a full mass spectrum, or in an unbinned perspective, with each of the

events treated independently, and the likelihood for each of the bins or events will be

multiplied together. The function that maximizes this likelihood among all possible

candidates will be taken as the reasonable model for the real shape of the signal or

background.

The signal shape is relatively easy to model since it has a resonance in the mass

spectrum, but the background is usually more complicated. We can rarely guarantee

the real background shape function can be included in the phase space covered by our

background function candidates. In order to proceed from this dilemma, we make a

compromise by adding a new uncertainty to cover the systematic uncertainty induced

by the background mis-modeling. This uncertainty is called a ‘spurious signal”, and

the procedure for getting this uncertainty is called a ‘spurious signal test”.

The idea of this spurious signal test is to test the null hypothesis on a simulated

background only sample. We require the sample to be much larger than real data,

so that statistical fluctuation will be negligible. Ideally, the simulated background

sample should match perfectly with the background only fit. This means any mis-

modeling will be represented by a mismatch in fit. We test the alternative hypothesis

by doing a signal plus background fit to the simulated background sample. A strength

of signal (called spurious signal NSS) is extracted even though we do not expect any.

Then we divide this spurious signal by the corresponding statistical uncertainty, to

estimate the relative impact from this mis-modeling. Firstly, if this ratio is too large,

more than 20-50%, we need to change the choice of function candidates because this

implies the mis-modeling is one of the dominating e↵ect on this analysis, and our

modeling is not good enough. If this ratio is low enough, it implies the modeling un-

certainty is almost negligible compare to the statistical uncertainty. This means the
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chosen function can model the background. However, since there are still some spu-

rious signal generated by our background functions, an extra uncertainty is needed

to cover the mis-modeling. Based on the the ratio between spurious signal and sta-

tistical uncertainty, the systematic uncertainty from mis-modeling can be converted

to an additional fraction of statistical uncertainty.

There are some other ways to test the validity of functional forms chosen to model

background. For example, an injection test, adding a reasonable strength of signal

into simulated background events, and extracting the same signal strength through

the full procedure of analysis. However, the advantage of a spurious signal test is

that it not only provides validation, but also estimates possible mis-modeling, and

therefore makes the final result conservative.
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Chapter 5

Search for X± ! W±� and X0 ! Z0�

5.1 Introduction

In this search for new massive resonances, pp collision events are simulated for both

the new physics signals and the SM backgrounds. The signal simulations are used

to study kinematic features of the hypothetical processes as they would appear in

the ATLAS detector, and SM backgrounds are generated to increase the statistics in

corners of phase space where the signals are dominant. By comparing the features of

the signal and backgrounds, a search strategy can be developed. We define a phase

space region called the signal region (SR) for the search, and split the SR into subsets

called categories to improve detection sensitivity. After event selection procedures

and categorizations are determined, we treat each category separately and model

the production of X± ! W±� and X0 ! Z� signals in each region. Parameterized

background distribution functions are compared to simulated SM background samples

to validate their flexibility, and to test for the creation of spurious signals. The

data are analyzed following the methodology described in Section 4.2 to measure the

significance of any possible new resonance signals, and if none are found to set limits

on their production cross sections.
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5.2 Data and Simulation Samples

5.2.1 Data Samples

The data used in this search includes all data collected by the ATLAS detector from

2015 to 2018 with LHC pp collisions at 13 TeV center of mass energy (called Run 2).

The HLT g140 loose trigger is used for the collection of events having a photon with

transverse energy (ET ) higher than 140 GeV and passing a loose photon identification

criteria. The performance of this trigger is shown in Fig. 4.1. After demanding good

performance of all ATLAS detector components the total pp collision integrated

luminosity of this dataset is 139 fb�1.

5.2.2 Signal Simulation Samples

Simulated signal events are generated using the benchmark theory models described

in Section 2.2. However, this study is a generic search for massive resonances of the

type X± ! W±� and X0 ! Z�. It uses these models to provide general information

about signal shapes and production kinematic features for the determination of the

detection e�ciencies needed for the calculation of production cross sections.

Since these benchmark models describe resonances with di↵erent spins and final

states, they are treated as di↵erent signal hypotheses. A total of four di↵erent signal

simulation are produced, and listed as in Table. 5.1. All samples are generated using

powheg [39] or MadGraph5.2, and interfaced to Pythia8 [40] for parton shower

and fragmentation processes. The narrow–width approximation (NWA) is taken for

all the signal simulations with the resonance width fixed at 4 MeV. The generated

events are passed through a detailed ATLAS detector simulation based on Geant4

[41] and reconstructed with the same software used for data. The resonance mass

points are at integer TeV masses from 1 to 7 TeV to cover our search range, and an
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Table 5.1: The simulated samples used in this search is listed in the table. The
corresponding theory models and simulation generators are listed too.

Signal Process Spin Theory Model MC Generator
gg ! X ! �Z(! qq̄) 0 Singlet scalars model Powheg+Pythia8
gg ! X ! �Z(! qq̄) 2 Higher dimensional operator model MadGraph+Pythia8
qq ! X ! �Z(! qq̄) 2 Higher dimensional operator model MadGraph+Pythia8
qq ! X ! �W (! qq0) 1 Heavy vector triplet model MadGraph+Pythia8

extra mass point at 1.5 TeV to provide better modeling at low mass region.

5.2.3 Background Simulation

SM � + Jet events can be produced through either scattering of a quark and a gluon

or through quark-antiquark annihilation plus an initial state radiation (ISR) photon

and 2-jets processes with ISR or FSR (final state radiation) photons. Production

through these processes, with the photon participating in the hard scatter and back-

to-back with the leading jet, is called “prompt” production. Contributions of �+Jet

events with photons from fragmentation (not prompt) are relevant at low photon ET ,

and only at a few percent level above 200 GeV.

The fact that the �+Jet cross section is very high, and that the photon is real (i.e.

e�ciently passing the photon selection) makes these processes the largest background

contribution for this analysis.

The events corresponding to single photon with associated jet processes are gen-

erated by Sherpa generator v2.2.2 [42] with up to two additional parton emissions at

next leading order (NLO) accuracy and up to four additional partons at leading order

(LO) accuracy using Comix [43] and OpenLoops [44, 45]. The Sherpa predictions

have been compared with data showing a good description of the shape of the main

kinematic quantities [46].

The samples have been generated in E�
T

slices to cover the full spectrum relevant

for this analysis, and are passed through a full detector simulation. More details
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Table 5.2: Summary of NLO photon+jet QCD background samples generated with
Sherpa.

E�
T

range � [pb] Number of events E↵ective Lumi. [fb�1]
35–70 43976 34911000 0.794
70–140 4526.5 34923500 7.715
140–280 376.0 34929800 92.90
280–500 21.9 10486500 478.8
500–1000 1.5 3483100 2322
1000–inf 0.015 2162720 144181

on the slices, cross sections, filter e�ciency and number of generated events can be

found in Table 5.2.

The other less dominant SM backgrounds are the production of QCD multi-jets

with jets faking a photon, diboson W/Z(! qq) + �, which can be enhanced due

to boson tagging, and tt̄ + �, which could be enhanced by both boson tagging and

btagging. The SM W/Z� events are modeled by Sherpa2.1 at LO (on-shell only)

and the tt̄+ � MC is modeled by MadGraph5.2 (Matrix Element) and pythia8.1

(Parton Showering). It was shown in a previous study [47] that events with a jet

faking a photon do not have visible dependence of the invariant mass of the fatjet

and photon and since the final background estimation is done by fitting directly to

the data, the estimation for the multi-jets backgrounds is not necessary.

5.3 Selection and Categorization of Data

The goal of this analysis is to search for heavy resonances decaying toW� or Z� pairs,

when the vector boson decays to hadronic final states. Thus, the analysis requires

a high pT , isolated photon and one high pT isolated large-R jet from a boosted W

or Z boson . This section presents the reconstruction and selection of the objects

used in the analysis, together with the full descriptions of the event selections and
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categorization.

5.3.1 Baseline Selection

According to the physics object definition in Section 4.1, the following photons and

large radius jets are used for event selection:

• Photons: pT (�) > 200 GeV, |⌘(�)| < 1.37, passing tight photon ID and tight

calorimeter isolation.

• anti-kt large-R Jets (R=1.0): pT (J) > 200 GeV, |⌘(J)| < 2.0.

The ⌘ criteria are defined based on the calorimeter geometry described in Section

3.2.2, focusing on the barrel calorimeter region for better performance. The improve-

ment from endcap photon events is 1% or less, thus can be safely excluded. Events

with endcap photons are later used as a Control Region (CR), helping us to validate

our background fit functions. The details for the CR can be found in Appendix. A.1.

In order to enhance the purity of the signal in the Search Region (SR), the follow-

ing event selection cuts are applied using the physics objects (fat jets and photons)

defined in section 4.1:

• jet and photon overlap removal: remove fat jets with �R(jet, �) < 1.0, reject

events with no surviving fat jets.

• The events are kept if more than one large-R jet and more than one photon

passes the aforementioned selection criteria. The leading pT ones are selected

to construct the J� system invariant mass mX .

The photon and jet overlap removal is necessary because photons are reconstructed

also in the jet collection. Since the photon and jet we are interested in are supposed
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to be back-to-back, those collinear photon and jets rarely come from signals, and

therefore can be rejected.

This is the baseline selection, and events passing this selection are categorized

based on W/Z boson tagging and beauty hadron identification (b-tagging). Some

stronger photon and jet pT cuts are applied for several of the categories, so not all

events that pass the baseline selection are used in our analysis. Figure 5.1 shows

the e�ciency of this baseline selection for the various signal samples as a function

of the resonance mass mX . The detailed e�ciencies for various criteria of the base-

line selection are reported in Appendix. A.2. The signal ⌘(�), pT (�) and pT (jet)

distributions are shown in Figure 5.2, 5.3 and 5.4. The spin and polarization of

the resonance strongly a↵ect the decay kinematics, leading to the di↵erent signal

detection e�ciencies shown in Figure 5.1.
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Figure 5.1: Signal E�ciencies of events passing the baseline selection (before cat-
egorization). For these e�ciencies, the denominator is the total number of events
generated from simulation, and the numerator is the events passing the trigger and
baseline selections defined in this section.
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Figure 5.2: These three plot shows the di↵erences of photon ⌘ distribution among
di↵erent signal channels, for signal mass at 1 TeV (top left), 2 TeV (top right) and 4
TeV (bottom).
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Figure 5.3: These three plot shows the di↵erences of photon pT distribution among
di↵erent signal channels, for signal mass at 1 TeV (top left), 2 TeV (top right) and 4
TeV (bottom).
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Figure 5.4: These three plot shows the di↵erences of jet pT distribution among
di↵erent signal channels, for signal mass at 1 TeV (top left), 2 TeV (top right) and 4
TeV (bottom).
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5.3.2 Categorization of the Baseline-selected Events

In all events, the photon is the highest PT photon passing the baseline selection with

PT (�) > 200 GeV and |⌘(g)| < 1.37, and the jet is the highest PT large-R jet with

PT (J) > 200 GeV and |⌘(J)| < 2.0. In the low mJ� region, the purity of W/Z boson

is improved using boson tagging of the large-R jets as described in section 4.1.3.

In addition, the Z boson purity is increased using b-tagging (at the 60% working

point, see section 4.1.4). However, this sacrifices some sensitivity for high PT large-R

jets where these taggers become less e�cient. This is recovered at high mJ� mass by

requiring only a W/Z boson mass window cut after the baseline selection. To balance

these considerations, we define mutually exclusive categories of events as described

below and illustrated in Figure 5.5.

For the X ! Z� resonance search, three categories are defined:

• B-tag category: the selected large-R jet passes boson mass tagging and double

b-tagging.

• D2 category: the selected large-R jet passes boson mass tagging and D2 jet

substructure tagging for Z boson, but fails double b-tagging.

• Vmass category: the selected large-R jet passes Z boson mass tagging but

fails both double b-tagging and D2 jet substructure boson tagging.

For the W� resonance search the double b-tagging is not useful, so the B-tag

category is removed and the events are categorized in only two subsets.

• D2 category: the selected large-R jet passes boson mass tagging and D2 jet

substructure tagging for W boson.

• Vmass category: the selected large-R jet passes W boson mass tagging but

fails D2 jet substructure boson tagging.
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Figure 5.5: The flowchart for the criteria of categorization for Z + �(left) and
W + �(right) signals.

In order to further improve the sensitivity of the resonance search, we apply

additional mass dependent photon and jet pT cuts in the D2 and Vmass categories

where the signal and background statistics are both relatively high. This cut is

optimized independently at each of the generated mass points in di↵erent signal

channels and categories. The optimized cut values, each set by tolerating 5% loss

of sensitivity, are modeled by parabola functions. The final mass dependent pT cut

therefore di↵ers between di↵erent signal channels and categories.

The relationship between optimal pT cut values and the resonance mass points is

roughly parabolic. However, if following the parabolic trend, at high mass region, the

cut value keep decreasing. This means upon the exponentially decreasing background

spectrum, there could be some fake bump produced by this pT cut. In order to avoid

such danger, we decide to use a constant pT cut after the cut function reaching its

maximum. This guarantees the cut to be di↵erentially continuous to produce the

background mass distribution as smooth as possible. The functions of this pT cut is
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Figure 5.6: The dependence of the photon pT cut on the resonance mass is shown
here. For di↵erent signal channels and categories, the cut functions are di↵erent.
They are all above the baseline 200 GeV threshold, so there will be no discontinuity
at the crossing points.

shown in Fig. 5.6.

Details of this cut optimization are described in Appendix A.4.

The fractions of events in each category for the Z� and W� signal samples as a

function of the resonance massmX are shown in Figure 5.7. By combining Figures 5.1

and 5.7, the overall e�ciencies for each category can be found in Figure 5.8.

The relative e�ciency for categorization of the dominant SM �+jets background

relative to the baseline selection is shown in Figures 5.9 and 5.10. The D2 category

e�iciency is significantly higher in the W� signal channel than in the other Z�

channels due to the di↵erence in polarization of the W/Z bosons. The tagger used
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Figure 5.7: Fraction of signal events in each categories for di↵erent production
modes as function of mX . The numerator here is the number of events categorized
and passing the functional pT cut, and the denominator is the number of events
passing the baseline selection.

here is optimized for longitudinally polarized bosons, as in the case for the W�

channel in this search. All other Z� channels have transversely polarized Z bosons,

and therefore have much lower D2 category e�ciencies.
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Figure 5.8: Overall e�ciencies of signal events in each categories for di↵erent pro-
duction modes as functions of mX . The numerator here is the number of events
categorized and passing the functional pT cut, and the denominator is the total num-
ber of events generated from simulation.
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Figure 5.9: The relative background e�ciency (vs. baseline selection) of each cat-
egories for the SM � + jets events with spin-0 Z� categorization. The numerator
here is the number of events categorized and passing the functional pT cut, and the
denominator is the number of events passing the baseline selection. This e�ciency
is calculated in each of the bins and therefore is strongly biased for the lower edge
of each bin due to the general exponentially decreasing trend of background. In the
high mass region, the SM background MC runs out of statistics and therefore has
relatively large fluctuations.
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Figure 5.10: The relative background e�ciency (vs. baseline selection) of each cat-
egories for the SM �+jets events with W� categorization. The numerator here is the
number of events categorized and passing the functional pT cut, and the denominator
is the number of events passing the baseline selection. This e�ciency is calculated
in each of the bins and therefore is strongly biased for the lower edge of each bin
due to the general exponentially decreasing trend of background. In the high mass
region, the SM background MC runs out of statistics and therefore has relatively
large fluctuations.
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5.4 Signal Shape Modeling

5.4.1 Signal Shape Fitting

The distribution of the resonance mass mJ� is modeled by a probability distribution

function (PDF) constructed from a double-sided Crystal Ball function (DSCB) [48].

The center part is a Gaussian function representing the core of well-reconstructed

events, and modified by a non-Gaussian distribution, modeling both sides of the tails

of poorly reconstructed events.
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The parameters µ, �, ↵
1

, n
1

, ↵
2

and n
2

are floated for fitting the signal shape,

and N is the normalization factor.

The n
1

and ↵
1

parameters regulate the shape and position of the non-Gaussian

tail on the lower mass side – ↵
1

is a measure of how far from the peak the distribution

becomes non-Gaussian while nCB is related to the slope of the tail. The n
2

and ↵
2

is similar but for the higher mass side tail. Since these four variables describe the

shape of the signal tails, some limits related to the general feature of signals are set

for them. All these four variables are set to be positive to stabilize the fit performance

without sacrificing any real flexibility of the DSCB function. The n
1

is limited below

200 which is never reached; the ↵
1

is limited between 0.1 to 4 to avoid the left side

non-Gaussian tail too close or too far from the center; the ↵
2

is limited between 1 to

5 for the same reason; and the n
2

is limited below 10 because the higher mass side

tail is always very small. As shown in Figure 5.11, � represent the peak width of the
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signal shape, which is also the signal mass resolution.

The signal shapes of di↵erent resonance mass points are investigated with this

fit function for all our signal models. Since the same model is used for all di↵erent

signal channels, the performance of this fit is sometimes not perfect. Figures 5.12

and 5.13 are examples of the signal shape fit results for spin-0 qq̄ ! X ! Z� and

spin-1 qq̄ ! X± ! W±�.
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Figure 5.11: These are plots of fit parameter � dependence of M�J . According to
Eq.(5.1), these plots represent the mass resolution for di↵erent signal mass.
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Figure 5.12: mJ� mass distributions of the scalar spin-0 Z� model after event
selection in each category with fit to the signal shape according to Eq.5.1. The
3 TeV point for BTAG, D2 and Vmass category results are shown here.
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Figure 5.13: mJ� mass distributions of the spin-1 W� model after event selection
in each category with fit to the signal shape according to Eqn. 5.1. The 3 TeV point
for D2 and Vmass category results are shown here.

5.4.2 Interpolation

The signal shapes of the resonance with mass in between the generated mass points

are obtained according to signal shape interpolation. All the parameters have clear

dependence on mX and change relatively smoothly. A linear interpolation for each

of the fit parameters between two neighbor mass points is a good estimation.

The spectrum of the interpreted mJ� mass distributions are shown in Figures 5.14

and 5.15.
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Figure 5.14: These are spectra of the interpolated signal function shape for the
scalar spin-0 Z� model. The blue curves are functions directly fit to the full simulation
mass points.

Figure 5.15: These are spectra of the interpolated signal function shape for the
spin-1 W� model. The blue curves are functions directly fit to the full simulation
mass points.
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5.5 Background composition and modeling

In the resonance signal regions, the backgrounds are composed of SM processes with

non-resonant smoothly falling distributions as a function of mJ�. In all the signal

regions, the dominant background is the SM � + jets, which contributes more than

90% in the D2 and Vmass categories, and approximately 80% in the Btag signal

region. Contributions from other backgrounds such as SM W/Z+� events are small,

and are estimated from MC simulated samples.

Tables 5.3 and 5.4 summarize the expected number of background events in the

di↵erent signal regions.

Table 5.3: Observed data and expected compositions of backgrounds at luminosity
= 139 fb�1 in the range of resonance mass of 800-7000 GeV in the Z� Spin-0 channel.

SR btag d2 zmass baseline
Obeserved Data 436 5659 20728 497047
Total SM Background 433 6042 22243 534423
� + jets 382 5564 21438 518531
SM Z� 43.8 212 228 3402
SM W� 7.3 266 578 12490

Table 5.4: Observed data and expected composition of backgrounds at luminosity =
139 fb�1 in the range of resonance mass of 800-7000 GeV in the W� spin-1 channel.

SR d2 wmass baseline
Obeserved Data 6373 25146 497047
Total SM Background 6526 26389 534423
� + jets 5976 25272 518531
SM Z� 192 301 3402
SM W� 358 816 12490

As shown in tables, the agreement between the SM simulation and observed data

is not perfect. The SM background is over-estimated by about 7% after the baseline
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selection applied compared to data. The regions with stronger criteria like Btag and

D2 categories have better agreement.However, this di↵erence is not going to impact

our background modeling, because the SM simulation in this search is only used

to determine number of parameters needed for the background function. The final

parameter values for background functions are obtained directly from fitting to data.

5.5.1 Spurious signal test on functional form

Before going into the details of background functional fit, studies about the potential

bias introduced by mis-modelings are necessary. To understand the bias of the chosen

background parametrization with respect to the actual background distribution, a

spurious signal test is performed following these steps:

• Fit the MC background samples with a background+signal model. The number

of fitted signal events is the value of spurious signal NSS. Errors on the MC

bins correspond to the expected data statistical error when performing the fit.

This will reduce the di↵erence between the background fit on the MC and data,

because the number of parameters needed to model a distribution can be totally

changed when di↵erent uncertainties are assigned to the distribution.

• Count the number of background events (NB) inside a window of ±2� around

the signal peak, where � is the width of double sided crystal-ball function from

signal modeling.

• Calculate the value �B as the Poisson uncertainty corresponding to 68% confi-

dence level given the expected number of background events NB. For the NB

large enough, the �B is approximately
p
NB. This �B is used to quantify the

statistical uncertainty in the search.
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• Take the ratio of NSS/�B to compare the background modeling uncertainty

and the statistical uncertainty from data. Since the two uncertainties are in-

dependent, they are added in quadrature. A ratio below 0.5 indicates that the

modeling uncertainty is clearly less impactful than the statistical uncertainty.

And when the ratio is less than 0.2, the modeling uncertainty will be almost

negligible.

The spurious signal test has been performed with various signal mass hypothesis

in the corresponding limit-setting range, in a step size of 20 GeV. In the cross-section

limit setting, the absolute value of the spurious signal |NSS| is considered as a system-

atic uncertainty to measure the potential bias related to the choice of the background

functional form. To avoid spurious signals due to statistical fluctuation from limited

statistics of simulation, the absolute values of spurious signal are parametrized as an

exponential function. In the limit setting, the quoted spurious signal used is doubled

in order to keep our prediction conservative.

Figure 5.16 shows the results of the test using 2-5 parameters in the function

family shown in Eq.5.2 in the spin-0 Z� signal regions. Similar results were obtained

in Btag and D2 categories, regardless of the number of parameters used.

Figure 5.17 plots the number of spurious signal events along the mass spectrum

for better understanding of the actual fitted spurious signal. The red lines are ex-

ponential functions used to fit the absolute value of spurious signals. The spikes

in the spurious signal test results are understood as an e↵ect from how smooth the

resonance mass spectrum in the simulated background samples is, rather than a lim-

itation of the flexibility of the functional form. The correlation of these spikes are

studied by dividing the simulated background sample into fractions, and comparing

their behavior as discussed in Appendix. A.5.3.
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Figure 5.16: Spurious signal test on MC simulation samples with di↵erent number
of parameters in di↵erent event categories (a) Btag, (b) D2, (c) Zmass of the spin-0
Z� channel.
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Figure 5.17: The raw number of spurious signal events fitted with MC samples
in di↵erent event categories (a) Btag, (b) D2, (c) Zmass of spin-0 Z� channel for
chosen number of background function parameters. The |NSS| are then parametrized
with an exponential function to minimize the e↵ect due to limited MC statistics on
estimation of the spurious signal. In order to have a conservative estimation of the
spurious signal, the parametrized results is doubled for the spurious signal systematic
uncertainty.
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5.5.2 Parametrization and Estimatation of the Background

The analysis proceeds by searching for resonant structures over the mJ� spectrum.

The background is estimated by performing an un-binned maximum-likelihood fit to

the data mJ� mass distribution with a parametric form based on a family of functions

[49].

B(mJ�; pi) = (1� x)p1xp
2

+p
3

log(x)+p
4

log

2

(x)+p
5

log

3

(x) (5.2)

where x = mJ�/
p
s, pi, i = 1, 2, ... are dimensionless shape parameters. The

spurious signal test, which is described in details in Section 5.5.1, is used to test the

robustness of the functional form in fitting the SM background. Di↵erent numbers of

parameters in the functional form are tested to determine the minimum number of

parameters that should be used in background modeling. Then an F -test [50] is used

to validate the function forms and the number of parameters needed. The F -test,

also know as the “joint hypotheses test”, is to evaluate if some of the parameters in

a function is necessary for fitting. Both tests are performed with SM � + jets MC

simulated samples.

In the current analysis, with a small number of events in high mass region, the

F -test results are not completely reliable. So results from the spurious signal test

are used as the main criteria to determine the number of free parameter for the

background fit and the F -test results are treated as a cross check.

Based on the importance in various mJ� mass regions, the fit ranges used for

di↵erent categories are as follows:

• Btag : 800 - 3200 GeV

• D2 : 800 - 7000 GeV

• Vmass : 1000 - 7000 GeV
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A reduced fit range can also help to avoid the di�cult of modeling backgrounds

over a large mJ� range with analytic functions.

Following determination of the fit ranges, the limit-setting ranges for various signal

regions are determined as given below:

• Btag : 1000 - 3000 GeV

• D2 : 1000 - 6800 GeV

• Vmass : 1200 - 6800 GeV

After the spurious signal test and F -test, the number of parameters chosen for

each signal search category are shown in Table 5.5:

Table 5.5: A summary of the number of parameters used for the background fit
functions in di↵erent channels and categories.

Channel btag d2 vmass
gg ! X(spin = 0) ! �Z(! qq̄) 2 2 3

qq ! X±(spin = 1) ! �W±(! qq0) - 2 3
qq ! X(spin = 2) ! �Z(! qq̄) 2 3 3
gg ! X(spin = 2) ! �Z(! qq̄) 2 2 3

Figures 5.18 and 5.19 show mJ� distributions of simulated � + Jet events in

di↵erent signal regions with fitted curves overlaid. The distributions are determined

by performing unbinned maximum likelihood fits with the functions defined in Eq.5.2

to mJ� distributions of MC simulated events.
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Figure 5.18: Background fit to the mJ� mass spectrum from � + Jet MC in the
signal region of spin-0 Z� channels. A di↵erent fit range is applied to each of the
categories. The lower insets of the Figure show the significance, defined as the z-value
as described in Ref. [51].
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Figure 5.19: Background fit to the mJ� mass spectrum from � + Jet MC in the
signal region of spin-1 W� channels. A di↵erent fit range is applied to each of the
categories. The lower insets of the Figure show the significance, defined as the z-value
as described in Ref. [51].
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5.6 Systematic Uncertainty

The sensitivity of the search for BSM resonance signals is a↵ected by various experi-

mental systematic uncertainties in addition to purely statistical considerations. These

systematic uncertainties are included as constrains on nuisance parameters in the fi-

nal fits to data using a procedure described in Section 5.7. In this search, statistical

uncertainties are always the dominating contribution. Spurious signal contribution

for the bias in background modeling is more impactful below 2 TeV, and quickly

vanishes after 3 TeV. Systematic uncertainties also contribute by several percent, not

strongly dependent on resonance mass. A summary of the systematic uncertainties

are presented below.

5.6.1 Background systematic uncertainties

The functional form used for modeling the mJ� background distribution (see Eq. 5.2)

contains parameters determined from fits to the mJ� data distribution. The param-

eters in the background functions are allowed to vary, and are included as nuisance

parameters in the likelihood fitting function. An additional systematic uncertainty

in the background modeling comes from the inclusion of the spurious signal estimate

|Nss| described in Section 5.5.1. To be conservative, 2⇥ |Nss| is used as a systematic

uncertainty in the fit.

5.6.2 Signal systematic uncertainties

The systematic uncertainties are uncertainties generated by reconstructing or cal-

ibrating variables for physics objects. The impact of these signal systematic un-

certainties are evaluated on signal shape and e�ciency, and then introduced into

the likelihood function as constrains on signal nuisance parameters as shown in Sec-

tion 5.7. The included signal systematic uncertainties are listed below:
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• Luminosity : The amount of data is quantified by the integrated luminosity of

the 13 TeV pp collisions. This is measured to be 139 fb�1with an uncertainty

of 1.7% [reference]. There is no influence from luminosity uncertainty on signal

shape, and the e�ciencies are varied by about 2% independent of resonance

mass.

• Photon energy : This uncertainty comes from the photon reconstruction and

calibration procedure. The ATLAS photon/electron (e/�) group evaluated this

uncertainty and reported two components. One called the photon energy scale

(PES), and the other called the photon energy resolution (PER). Due to the

limited range of photon energy calibration up to 1 TeV, the high energy photons

are in the extrapolated regime, and therefore use conservative predictions. This

greatly increases the influence of PES at high resonance mass region, making it

one of the dominating uncertainties. The influence of PER is low over the full

search range.

• Photon identification and isolation: The identification and isolation tagging of

photons can also introduce a source of uncertainty. It can slightly change the

baseline selection e�ciencies, but is overall insignificant.

• Jet energy and mass : The sources of uncertainties on jet energy and mass is

mainly from calibration. [52] The following sources contribute to this uncer-

tainty: di↵erences between simulation and data, dependence of MC generators,

contribution propagated from the tracks associated to the jet, statistical un-

certainty in data used for measurements, and the potential bias from the cal-

ibration method. This is our major uncertainty for the full mJ� search range

especially in the low resonance mass region, where it is almost the only signal

systematic uncertainty.
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• W/Z boson and beauty hadron tagging : These are the uncertainties on W/Z

boson tagging or beauty hadron tagging. The boson tagging uncertainties are

provided by Jet Substructure group in ATLAS. The uncertainty of b-tagging is

measured from data in tt̄ enhanced region compared to simulation prediction.

In this search, both of the jet tagging uncertainties are negligible in the full

search range.
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5.7 Statistical analysis implementation

The data is interpreted with a frequentist analysis as described in section 4.2. In

this search, a maximum extended unbinned likelihood fit is performed on the mJ�

distribution. The likelihood is defined as a global product containing the Poisson

model for observed event yield in each category, the product of probabilities for

every event according to mJ� model based on the sum of signal (S) and background

(B) shapes and the products of probabilities of auxiliary measurements with their

priors distribution (G). The full likelihood function is written as:

L(
��!
mobs

J� | �, ~✓, ~✓SS, ~Nb, ~p) =
Y

c2C

(
Pois(Nobs

c |N s

c (�, ~✓) +NSS
c +Nb

c )

Nobs

cY

i=1

" 
N s

c (�, ~✓) +NSS
c (✓SSc )

N s

c (�, ~✓) +NSS
c (✓SSc ) +Nb

c

!
S(mc,i,obs

J� | ~✓)+

 
Nb

c

N s

c (�, ~✓) +NSS
c (✓SSc ) +Nb

c

!
B(mc,i,obs

J� | ~pc)
#)

⇥

Y

s2S

G(0|✓s, 1)
Y

c2C

G(0|✓c, 1).

(5.3)

The
��!
mobs

J� = {m1,1,obs
J� , · · · ,mc,i,obs

J� , · · · } is a set of observed mJ� in data, c is

the index of category and i the index of events in each category. ~✓, ~✓SS are nuisance

parameters related to signal and spurious signal. N s

c , N
SS

c , Nb

c is the observed number

of signal, spurious signal or background events in each category. This cross section �

is an abbreviation for �(pp ! X ! W/Z(! hadrons) + �), which is the parameter

of interest for this search. It includes the cross section of resonance production

�(pp ! X) and branching fractions of X ! W/Z + � and W/Z ! hadrons. The

background shape parameters ~pc = (pc
1

, pc
2

, · · · ) are float during the fit to the data
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and are uncorrelated among categories.

The first line of Eq. 5.3 is the probability of finding the observed number of events

in each category given the prediction from signal and background models determined

by nuisance parameters ~✓ and ~pc. The second and third lines are likelihood for a

specific event i appears in observation (either from signal or background). And the

last line are the constrains on various nuisance parameters for systematics ✓s and

spurious signal contributions for each categories ✓c. These constrains are assumed to

be a Gaussian distribution around the estimated central value of the parameters.

The analysis proceeds first with the so-called search-phase and second with the

so-called limit-setting phase. In the search-phase, a global maximum likelihood fit is

performed with data distributions according to the model mentioned in Eq. 5.3 to

extract both signal and background contributions. Secondly, to test the compatibility

of data and background-only hypothesis, the local p-values are calculated for potential

signals with mX over full search range at 20 GeV per step. For the given dataset,

the observed p-value is defined as the probability of having equal and higher signal

events as estimated in this dataset from the background only model.

In the limit-setting phase, an exclusive cross section limit is derived from observed

data and presented as the 95% confident level (CL) upper limit on cross section

following the CLs prescription [38]. The limits are calculated in low mass region

with 20 GeV per step while increased to 100 GeV per step in high mass region.

5.8 Expected limits and the impact of systematic

uncertainties

Before looking at the data for the presence of BSM X ! Z� and X ! W� resonance

signals, the mJ� distributions in the data were ”blinded” in order to avoid any bias in

the search procedures. Before ”unblinding” the data, the expected limits on the cross
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sections for BSM resonances (assuming no signals) are obtained using MC generated

events for the SM backgrounds. The events are scaled to the same statistics expected

for the data. The predictions for the expected cross section limits are presented

in this section, and the actual observed search results and cross section limits are

presented in Chapter 6.

Figure 5.20 shows the expected limits on the production cross section for spin=0

Z� signals. The ratio curves shown in the middle quantify the limit changes caused by

the spurious signal contribution, and in the bottom panel from the other systematic

uncertainties. The curves are produced with a step of 200 GeV on resonance mass.

Similar results for spin=1 W� signals are shown in Figure 5.23. For spin=2 X ! Z�

signals, the results are presented in Figures 5.21 and 5.22 for qq ! X and gg !
X production modes respectively. By including all systematic uncertainties, the

combined limits for spin=0 Z� increase by up to 8%. For spin=1 W�, systematic

uncertainties worsen the limits by 2%. For both spin=2 Z� signals, the systematic

uncertainties worsen the limit by 5%. The spurious signal uncertainties a↵ect the

limit up to 30% in low mass region with the e↵ects decreasing at higher mass points.

The di↵erence of the spurious signal e↵ects on limits for the Z� signal and the W�

signal is due to the btag category.
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Figure 5.20: This is the expected 95% CL cross section limits for �(p + p !
X(spin = 0)) ⇥ BR(X ! Z�) estimated with only the SM background MC. The
production mode is gg ! X. Black lines in upper pad show the expected limit
without including experimental systematic uncertainties for spin=0 X ! Z� signals
and the green lines are the limits with all experimental uncertainties included. The
red line shows the limits with spurious signal. The curve in middle pad corresponds
the ratio between limits with spurious signal and limits without any systematic un-
certainty and indicates the contribution from spurious signal. The curve shown in
bottom pad is derived as the ratio of limits with all systematic uncertainties included
to limits with only spurious signal uncertainty. This ratio shows how significant the
experimental systematic uncertainty are in the limit setting.
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Figure 5.21: This is the expected 95% CL cross section limits for �(p + p !
X(spin = 2)) ⇥ BR(X ! Z�) estimated with only the SM background MC. The
production mode is qq̄ ! X. Black lines in upper pad show the expected limit without
including experimental systematic uncertainties for spin=2 qq ! X ! Z� signals and
the green lines are the limits with all experimental uncertainties included. The red
line shows the limits with spurious signal. The curves in bottom pads correspond the
limit changes wrt. stat. only limits. The curve in middle pad corresponds the ratio
between limits with spurious signal and limits without any systematic uncertainty
and indicates the contribution from spurious signal. The curve shown in bottom
pad is derived as the ratio of limits with all systematic uncertainties included to
limits with only spurious signal uncertainty. This ratio shows how significant the
experimental systematic uncertainty are in the limit setting.
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Figure 5.22: This is the expected 95% CL cross section limits for �(p + p !
X(spin = 2)) ⇥ BR(X ! Z�) estimated with only the SM background MC. The
production mode is gg ! X. Black lines in upper pad show the expected limit
without including experimental systematic uncertainties for spin=2 gg ! X ! Z�
signals and the green lines are the limits with all experimental uncertainties included.
The red line shows the limits with spurious signal. The curves in bottom pads corre-
spond the limit changes wrt. stat. only limits. The curve in middle pad corresponds
the ratio between limits with spurious signal and limits without any systematic un-
certainty and indicates the contribution from spurious signal. The curve shown in
bottom pad is derived as the ratio of limits with all systematic uncertainties included
to limits with only spurious signal uncertainty. This ratio shows how significant the
experimental systematic uncertainty are in the limit setting.
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Figure 5.23: This is the expected 95% CL cross section limits for �(p + p !
X(spin = 1)) ⇥ BR(X ! W�) estimated with only the SM background MC. The
production mode is qq0 ! X. Black lines in upper pad show the expected limit
without including experimental systematic uncertainties for spin=1 W� signals and
the green lines are the limits with all experimental uncertainties included. The red
line shows the limits with spurious signal. The curves in bottom pads correspond the
limit changes wrt. stat. only limits. The curve in middle pad corresponds the ratio
between limits with spurious signal and limits without any systematic uncertainty
and indicates the contribution from spurious signal. The curve shown in bottom
pad is derived as the ratio of limits with all systematic uncertainties included to
limits with only spurious signal uncertainty. This ratio shows how significant the
experimental systematic uncertainty are in the limit setting.

103



Chapter 6

Results of the W/Z + � heavy resonance

search

After all event selection criteria are applied, the number of data events used for the

BSM boson searches are summarized in Table 6.1. For each channel and category,

distributions of the photon-jet invariant mass mJ� are used to search for Z� and

W� resonances by employing the analysis techniques described in Chapters 4 and

5. As shown below, no deviations from from smoothly falling mJ� distributions

are observed, consistent with SM predictions. Therefore cross section limits are

calculated for the production of BSM W� and Z� resonances with masses between

1.0 and 6.8 TeV.

Table 6.1: Observed number of events in each category for data after all selection
criteria have been applied. The dataset luminosity is 139 fb�1 and the range of mJ�

mass is from 800 to 7000 GeV.

Signal Regions Btag D2 Vmass Total
gg ! X(spin = 0)! Z� 436 5659 20728 26823
gg ! X(spin = 2)! Z� 436 10772 32281 43489
qq̄ ! X(spin = 2)! Z� 436 5618 18264 24318
qq0 ! X(spin = 1)! W� – 6373 25146 31519

Compared to a similar search done in 2018 with 36 fb�1 of data collected with the

ATLAS detector during 2015 and 2016, the result of this search is greatly improved

over the full mJ� range. [47] In the channels with Z� final states, the improvement is

about 50% in the low mass region, and by a factor of 3 to 4 in the high mass region.

The W� channel is improved by over a factor of 2 over the full mass region. Such

an improvement is achieved by not only the increased amount of data collected by
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the ATLAS detector, but also by the search methodology re-optimized and improved

boson tagging.

This is the first search for W� and Z� resonances with such a large dataset, but

there are several previous studies. A publication from CMS on a Z� heavy resonance

search using 36 fb�1data [53] presented combined results with both hadronic and

leptonic decay modes of the Z boson. In the range of resonance mass below 2 TeV,

the sensitivity of the CMS search is similar to the results presented in this thesis.

However, in the mass range higher than 2 TeV, this result become more sensitive,

and is extended to 6.8 TeV which is higher than the upper bound of 4 TeV for the

CMS results. There are also searches from ATLAS for resonances in Z� final states

with the Z boson decay to leptons. [54] This search is more sensitive in the low

mass region below 1 TeV, but start losing sensitivity quickly after that threshold.

Therefore, a combination of leptonic and hadronic channels would be informative.

6.1 Data distributions of mJ�

Figures 6.1, 6.2, 6.3 and 6.4 show the data mJ� distributions. Superimposed are

the background only fit functions for spin-0 Z�, spin-2 gg Z�, spin-2 qq Z� and

spin-1 W� signal searches. The local significance of deviations of the data from the

background-only function for each bin is also shown in the plots. A good agreement

between data and the background fit function is observed.

6.2 Significance scan for W� and Z� resonances

As described in Section 5.7, the search phase is performed first and presented as

significance p-value scan. Figure 6.5 show the local p-value scan results using data

for each mass point (20 GeV per step) and their corresponding significances. The

largest local significance in the spin-0 Z� channel appears for mX = 3.64 TeV with
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a significance about 2.48�. For spin-2 gg Z� channel, a signal of mass 3.58 TeV gives

the largest local significance of 2.24�. Similarly, themX = 3.56 TeV signal hypothesis

gives a 1.82 � local significance as the largest one in spin-2 qq Z� channel. For the

spin-1 W� signal, the largest significance of 1.52� occurs at mX = 2.82 GeV.

For the mass points with largest significance in each signal channel, closer studies

are described in Appendix. A.6.

6.3 Measured limits on the cross-section for pro-

duction of BSM X± ! W±� and X ! Z� reso-
nances

Since no significant evidence for the existence of BSM signals over the search range

is found, the upper limit on cross sections is derived and presented. Figure 6.6 shows

the observed limits for the cross section �(p+p ! X(spin = 0))⇥BR(X ! Z�). The

solid line in the top plot shows the observed limit which lies around the expected limit

calculated from the SM background only MC with data-like statistical uncertainty

(assuming no signal observed). The green and yellow bands represent the uncertainty

on this expected limit with ±1� and ±2�. As shown in the plot, the observed limit is

almost covered by the 2� band in the full search range, which implies no significant

di↵erence between observation from data and expectation from the SM background.

Furthermore, the peaks and valleys in the observed limit curve match with the p-

value curve from the significance scan. Since the large p-value mass points have been

checked separately, there is no concern about the mass points with some deviation

between observation and expectation. On the two plots in the bottom of Figure 6.6,

the limit for each category is superposed with the combined limit for both expected

and observed limits. According to these two plots, the D2 category is dominating over

the full range. The Btag category is also impactful at low mass, but stops at 3 TeV

106



which leaves a small jump in the expected limit curve. Figure 6.7, 6.8 and 6.9 show

the cross section limits for the other three signal channels, which have no significant

deviation from the background only expectation too. In summary, no evidences or

hints are discovered in this search for heavy W/Z +� resonances.
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Figure 6.1: Data distributions in spin-0 Z� (a) btag, (b) d2 and (c) vmass categories.
Upper pad in each plot also shows the background only fit function (blue line) and
its ± 1 � band (light blue band). Lower pad presents the local significance in each
bin.
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Figure 6.2: Data distributions in spin-2 gg Z� (a) btag, (b) d2 and (c) vmass
categories. Upper pad in each plot also shows the background only fit function (blue
line) and its ± 1 � band (light blue band). Lower pad presents the local significance
in each bin.
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Figure 6.3: Data distributions in spin-2 qq Z� (a) btag, (b) d2 and (c) zmass
categories. Upper pad in each plot also shows the background only fit function (blue
line) and its ± 1 � band (light blue band). Lower pad presents the local significance
in each bin.
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Figure 6.4: Data distributions in W� (a) d2 and (b) vmass categories. Upper pad
in each plot also shows the background only fit function (blue line) and its ± 1 � band
(light blue band). Lower pad presents the local significance in each bin.

Figure 6.5: Local p-value scan for (a) spin-0 Z�, (b) spin-2 qq Z�, (c) spin-2 gg Z�
and (d) spin-1 W� at di↵erent mass points. Dashed gray horizontal lines give the
corresponding local significances converted from a normal distribution.
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Figure 6.6: 95% CL cross section limits for �(p+p ! X(spin = 0))⇥BR(X ! Z�)
with the production mode to be gg ! X. The top plot presents the combined
observed and expected limits along with the ±1� and ±2� uncertainty bands for
expected limits. Solid line shows the observed limits derived from data and dashed
line gives the expected limits from background only MC scaled to data. The bottom
left plot gives the expected limits for each category and combining all the categories.
The bottom right plot presents the observed limits for each category and combining
all the categories.
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�[fb]

Figure 6.7: 95% CL cross section limits for �(p+p ! X(spin = 2))⇥BR(X ! Z�)
with the production mode to be gg ! X. The top plot presents the combined
observed and expected limits along with the ±1� and ±2� uncertainty bands for
expected limits. Solid line shows the observed limits derived from data and dashed
line gives the expected limits from background only MC scaled to data. The bottom
left plot gives the expected limits for each category and combining all the categories.
The bottom right plot presents the observed limits for each category and combining
all the categories.
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Figure 6.8: 95% CL cross section limits for �(p+p ! X(spin = 2))⇥BR(X ! Z�)
with the production mode to be qq̄ ! X. The top plot presents the combined
observed and expected limits along with the ±1� and ±2� uncertainty bands for
expected limits. Solid line shows the observed limits derived from data and dashed
line gives the expected limits from background only MC scaled to data. The bottom
left plot gives the expected limits for each category and combining all the categories.
The bottom right plot presents the observed limits for each category and combining
all the categories.
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Figure 6.9: 95% CL cross section limits for �(p+ p ! X±(spin = 1))⇥BR(X± !
W±�) with the production mode to be qq0 ! X. The top plot presents the combined
observed and expected limits along with the ±1� and ±2� uncertainty bands for
expected limits. Solid line shows the observed limits derived from data and dashed
line gives the expected limits from background only MC scaled to data. The bottom
left plot gives the expected limits for each category and combining all the categories.
The bottom right plot presents the observed limits for each category and combining
all the categories.
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Chapter 7

Conclusions

The search for heavy resonances in final states containing a hadronically decaying

W/Z boson and a high energy photon is presented in this thesis. This search is

conducted with 139 fb�1 of data collected using the ATLAS detector from 2015 to

2018. Energetic photons and boosted large-radius jets within a selected kinematic

regime are taken as the main physics objects in this search. Events are further

selected and categorized to optimize the sensitivity of the search. BSM signals and SM

backgrounds are studied and modeled with simulated samples. Then the statistical

model (signal+background) is built, and the probability that resonances exist with

certain mass is evaluated. After searching through the full mJ� mass range in data,

no significant deviation is observed from SM predictions. Therefore, cross section

limits for each of the signal channels are set as shown in Figures 6.6 to 6.9.

In this search, the sensitivity is dominated by statistical uncertainty in the high

mass region, but also a↵ected by systematics, especially from the background model-

ing uncertainty estimated using a spurious signal test. The search strategy is designed

to cover a broad mass range for BSM resonances. For the high mass region, the main

improvement in the future would be more data collected or higher pp collision energy.

For the low mass region, the sensitivity can be improved in multiple ways even with-

out larger datasets. Firstly, the spurious signal test uncertainties are mainly due to

the statistical limitation of SM simulation samples. Although producing more sim-

ulation is limited by ATLAS computational resource, there are clever techniques to

reduce the fluctuations. Some ATLAS analyses use a Gaussian process to smear the

simulated events, making the distribution smoother. Alternatively, we can replace
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our SM background MC with a truth level simulation and a proper transfer function

modeling the full-simulated background kinematics. Secondly, the W/Z boson tag-

ging can be improved, which will greatly increase the impact of the D2 category. The

D2 category is already the dominant category in all channels with highest purity and

signal e�ciency. However, current W/Z boson tagging is optimized with longitudinal

polarized W/Z bosons, while in this search, only the spin-1 W� channel has longi-

tudinally polarized vector bosons. As shown in Figure 5.7, all the Z� channels have

a D2 category e�ciency less than the W� channel. If a new tagging is optimized

for transversely polarized Z bosons, there will be significant improvement for all Z�

channels.

Although my thesis research found no new resonances, it expanded the mass

range searched up to almost 100 times the mass of the SM’s W and Z bosons. The

sensitivity of probing such processes has been improved by a factor of 2 in the low

mass region compared to the best result before.[47] This improvement increases up

to 4 at the high mass region. However, there are far more topics to be explored

in this field. Some of them are closely related to this search, which means we can

either include them in further studies, or remove some limitations of this search.

One of the potential topics to be explored is dropping the narrow width assumption

for signal hypotheses. By looking for broader peaks, more detailed studies of signal

kinematics and invariant mass shapes are required. In this search, we have already

seen some broad structures in the data invariant mass distribution between 3 to 4

TeV. It is certainly interesting to quantify such broad bumps and see if we can find

something. Another shortcoming of this search is its asymmetry in the production

and decay modes of the target heavy resonances. All our signal models produce

heavy resonances with interactions between hadrons, either quark-quark collisions or

gluon-gluon fusions. However, this search looks only into W/Z boson and photon
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final states. In this case, it is possible that target heavy resonance interact only with

vector bosons, and therefore have completely di↵erent kinematic features than our

current signal production models. On the other hand, if we look into heavy resonance

produced by boson interactions, there will be signatures such as forward jets in the

production process. Furthermore, without the hadronic production modes, the target

BSM boson is not required to interact with the QCD sector. Therefore, such vector

boson fusion channels would allow searches for BSM bosons that interact only with

the SM’s electroweak sector.
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Appendix A

Appendices

A.1 Control Region

A control region (CR) is defined to test the background fitting strategies. This

control region is defined with events passing all our baseline selection except for

the photon ⌘ cut. The signal region (SR) requires the leading photon in event has

|⌘| < 1.37, and the control region requires photon |⌘| > 1.52. The band of photon

with 1.37 < |⌘| < 1.52 is defined on the crack region between barrel and endcap EM

calorimeters, and also guarantees the orthogonality between SR and CR. The mass

distribution of CR is shown in Figure A.1.

The signal leakage, defined as the total signal e�ciency in CR, is shown in Fig-

ure A.2. In SR, an additional photon and jet pT cut is applied after baseline selection

which strongly rejects background events. This cut is not applied on CR, so the

signal contribute much less in CR than in SR.

Since the CR does not have much larger statistics than data categories, we decide

not to split it into categories, but treat it as a single set of events and used to test our

background fit functions. In order to test di↵erent categories, this CR is rescaled to

di↵erent categories. This is done by studying the ratio between signal categories and

CR with respect to reconstructed mass of photon and jet in MC sample, fit this ratio

by pre-defined functions, and then scale the data CR with these fitted functions. The

ratio plots and its functional fit are shown in Figure A.3 and A.4. Due to the lack of

statistics in Btag category, CR is scaled with a constant factor instead of a function

to test fit function for Btag category.
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Figure A.1: This plot shows the mass spectrum of the CR dataset. Since the CR
is defined as events passed baseline selection except for the primary photon falls in
the end-cap, there is no di↵erence for di↵erent signal channels.

Figure A.2: The signal leakage is shown in this figure. This signal leakage is
defined as the fraction of signal events goes into control region compared to the
total number of signal events. The curves shown here are strongly dependent on
signal ⌘ distribution as shown in Figure fig:sigEta
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Figure A.3: These three plot shows the ratios and fits between Z� Spin-0 channel
categories and the CR in MC. The left one is for D2 category, middle one for Vmass
category. The fitted line is a function of p

0

x�1 + p
1

+ p
2

x, which is used to model
the trend of the ratio between signal region and control region. These functions
are used to re-weight the CR into samples that statistically compatible with each
signal categories, and the re-weighted samples are used to test the performance of
background functions.
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Figure A.4: These three plot shows the ratios and fits between W� Spin-1 channel
categories and the CR in MC. The left one is for D2 category, middle one for Vmass
category. The fitted line is a function of p

0

x�1 + p
1

+ p
2

x, which is used to model
the trend of the ratio between signal region and control region. These functions
are used to re-weight the CR into samples that statistically compatible with each
signal categories, and the re-weighted samples are used to test the performance of
background functions.
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Table A.1: Cutflow for signal samples at Mass = 1 TeV. The pass trigger is for
passing the photon trigger we are using (HLT g140 loose). The photon pT > 200
GeV cut is raising the photon pT threshold to 200 GeV from trigger threshold at
140 GeV. Photon ⌘ is cutting at photon ⌘ < 1.37. Tight Photon and Isolation are
e�ciencies of photon tags. Jet pT > 200 GeV cut is on jet transverse momentum,
and Jet ⌘ < 2.0 cuts on the jet angular distribution. The �RJ� > 1.0 is for selecting
events with photon and jet isolate well with each other. The numbers are the total
weight of events pass each selection.

M(V �) Z� spin-0 W� spin-1 Z� spin-2 (qq) Z� spin-2 (gg)

Pass Trigger 99989.8 99984.4 99991.5 99978
Photon pT > 200 GeV 98194.7 97579.5 99433.6 95439.8
Photon ⌘ < 1.37 85385.7 77916.9 82198.4 78377.5
Tight Photon 81966 75339.3 79603.8 74850.1
Photon Isolation 77067 70756 74800.2 70338.6
Jet pT > 200 GeV 77067 70756 74800.2 70338.6
Jet ⌘ < 2.0 77067 70756 74800.2 70338.6
�RJ� > 1.0 71604.7 61693 68798.6 62120.2

A.2 Signal Cutflow

The baseline selection has multiple cuts to form a reasonable signal region. Some

of the cuts are relatively tight, rejecting lots of signal events, while the others are

loose, allowing most of events through it. The Table A.1, A.2 and A.3 shows the

number of events passing di↵erent cuts for the signal samples corresponding to the

resonance mass mX =1, 2, and 4 TeV respectively. They can provide an impression

about how each of the cuts in baseline selection a↵ect the e�ciency. It is not only

strongly dependent on signal channels, but also on the resonance mass.

A.3 Data/MC Comparison

The MC modeling of selected events are checked comparing few kinematic distribu-

tions. The photon pT , jet pT , jet ⌘, jet mass distributions are shown in Figs. A.5,

A.6, A.7, A.8.
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Table A.2: Cutflow for signal samples at Mass = 2 TeV. The pass trigger is for
passing the photon trigger we are using (HLT g140 loose). The photon pT > 200
GeV cut is raising the photon pT threshold to 200 GeV from trigger threshold at
140 GeV. Photon ⌘ is cutting at photon ⌘ < 1.37. Tight Photon and Isolation are
e�ciencies of photon tags. Jet pT > 200 GeV cut is on jet transverse momentum,
and Jet ⌘ < 2.0 cuts on the jet angular distribution. The �RJ� > 1.0 is for selecting
events with photon and jet isolate well with each other. The numbers are the total
weight of events pass each selection.

M(V �) Z� spin-0 W� spin-1 Z� spin-2 (qq) Z� spin-2 (gg)

Pass Trigger 99974.1 99979.3 99976.8 99972.8
Photon pT > 200 GeV 99767.5 99676.8 99942.7 99431.9
Photon ⌘ < 1.37 88894.7 84614.1 91285.2 79871.3
Tight Photon 85410.9 82167.8 88777.2 76504.3
Photon Isolation 78910.7 76137.4 81963.3 71012.2
Jet pT > 200 GeV 78910.7 76137.4 81963.3 71012.2
Jet ⌘ < 2.0 78910.7 76137.4 81963.3 71012.2
�RJ� > 1.0 76617.4 71475.4 79974.6 67367.1

Table A.3: Cutflow for signal samples at Mass = 4 TeV. The pass trigger is for
passing the photon trigger we are using (HLT g140 loose). The photon pT > 200
GeV cut is raising the photon pT threshold to 200 GeV from trigger threshold at
140 GeV. Photon ⌘ is cutting at photon ⌘ < 1.37. Tight Photon and Isolation are
e�ciencies of photon tags. Jet pT > 200 GeV cut is on jet transverse momentum,
and Jet ⌘ < 2.0 cuts on the jet angular distribution. The �RJ� > 1.0 is for selecting
events with photon and jet isolate well with each other. The numbers are the total
weight of events pass each selection.

M(V �) Z� spin-0 W� spin-1 Z� spin-2 (qq) Z� spin-2 (gg)

Pass Trigger 99977.7 99971.4 99991 99973.6
Photon pT > 200 GeV 99966.2 99949.3 99979.4 99948.8
Photon ⌘ < 1.37 91724.6 88146.3 96298.2 82184.3
Tight Photon 88092.6 85709.7 93400.3 79064.8
Photon Isolation 79048 77223.5 83833.1 71472.5
Jet pT > 200 GeV 79048 77223.5 83833.1 71472.5
Jet ⌘ < 2.0 79048 77223.5 83833.1 71472.5
�RJ� > 1.0 78406.6 76145.7 83343.1 70624.6
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Figure A.5: Photon Transverse Momentum distributions for events passing the
baseline cut, and for the events in each of the four categories in Z� channel.
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Figure A.6: Jet pT and jet ⌘ distributions for events passing the baseline cut.

Figure A.7: The top plot shows the jet mass distribution for events passing the
baseline cut while the bottom right and for the events passing also the D2 selection
criteria of the W (Z) tagger in each of the four categories in Z� channel.
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Figure A.8: �⌘�J and ���J for events pass baseline cut.

A.4 Optimization of pT cuts

With the baseline selection and categorization defined, in order to find the subset

with highest sensitivity, we look into the di↵erence in kinematic features between

signal and background simulated samples.

After the study of kinematic features of the signal and background MC samples, a

di↵erence of photon and jet pT distribution between signal and background is noticed.

The pT of the signal is in general higher than the pT of the background. For the signal

mass points in the background abundant region between 1 to 4 TeV, by applying an

extra photon and jet pT cut the final limit can be improved by up to 50%.

Unlike the conventional constant p
T

m
cut, this analysis sets limits up to the ex-

tremely high mass regime with very low background. A constant p
T

m
cut becomes too

strong, which could reduce the sensitivity. Therefore, a further study on the optimal

cut value of pT is conducted, and the trend of this cut versus resonance mass is deter-

mined. The dependence is very linear between the optimal pT cut and resonance mass

in the background abundant region, but when the background is reduced to the order
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of 1, it becomes more or less constant, regardless of the mass increase. When the

background becomes low enough, the optimal pT cut tends to be very low again, due

to the fact that further reducing background changes almost nothing, but sacrifices

signal e�ciency. The overall trend for the optimal pT cut value is, firstly increasing

linearly with mass, then reaching a plateau, and finally dropping. The third phase is

very flexible since changing the cut value by a little will not a↵ect the signal, which

has almost all events at very high pT region, and reducing the background without

too much impact, since the total expected background event is already approaching

zero.

A.4.1 Optimization Methodology

The final mass dependent pT cut is determined by finding the optimal cut value and

with uncertainty at each of the mass point, and then fitting these cut values by a

smooth function. The functional form is chosen to be parabola, both for the optimal

cut value distribution trend, and the fact that final cut values for high mass regime

are very flexible, so that parabola has enough freedom to model it.

The local optimal cut value is determined by a expected limit scan of the pT cut,

with a 5 GeV interval. The expected limit is calculated by counting the expected

background number of events within the resonance mass window of ±2� of the signal

peak, and then estimating the value with 95% probability of having less number of

event observed, and finally calculating the corresponding value of cross section times

branching ratio, which can produce this amount of signal events. This scan terminates

at 60% signal e�ciency point to avoid extreme cases when both signal and background

e�ciency are extremely low, and statistical fluctuations of the Monte-Carlo samples

dominate the limit behavior. The asymmetric uncertainty is assigned by the minimum

window covering all possible cut values corresponding to the expected limit within
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Figure A.9: The pT cut scan for mass point 2 TeV in the X(spin = 0) ! Z�
channel. The left plot shows relative e�ciency, calculated by dividing the total
weighted number of events before and after the corresponding pT cut is applied. The
right plot shows the statistical only expected limit for di↵erent cut values. A red
dashed horizontal line on the right plot shows the limit value 5% higher than optimal
limit, and therefore the crossing points gives an asymmetric uncertainty for this mass
point.

5% of the optimal value, as shown in Fig. A.9.

Compared to the conventional constant pT/mX cuts, this variational cut provides

similar linear kinematic constraint at low mass regime, while automatically become

a looser criteria at high mass region where signal and background number of events

simultaneously dropped. This cut not only enables our usage of maximum statistics,

but also provides us extra smoothing of the MC background shape, prohibiting some

high weight event from low photon pT slice migrating into high mass region. These

special events usually appear in the photon pT 280 GeV to 500 GeV slice, and mi-

grate into the mass region between 1 to 2 TeV, where the mass dependent pT cut

is strongest. Thus, we believe it is worthwhile to sacrifice a small fraction of signal

region, for these benefits.

A.4.2 Extrapolation vs. constant cut at high mass region

The pT cut at high mass can be either extrapolated as a parabola or extended with

a constant cut. In order to investigate the di↵erence with these two methods, the
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Figure A.10: Photon pT cut as function of mX , there is also an underlying jet pT
cut at 80% of the photon cut values. The dot denotes the optimal cut value at each
mass point, and the uncertainty here is set by the interval of cut value with the final
sensitivity not worse than 95% of the optimal cut value. The blue dashed lines are
the fitted parabola functions.

study on di↵erent cut functions is conducted. According to the study, the peak of

this variable pT cut is usually at about 5 TeV. Therefore, using constant cut value

from 4 TeV means the cut is a little looser, and from 5 TeV means tighter at very

high mass. However, the expected limits of D2 and Vmass categories will only be

changed by less than 1% because di↵erent background rejection at high mass region

is not as influential as in low mass region. Thus, the di↵erence in expected limits of

these two methods for pT cut is almost negligible in D2 and Vmass categories. Since

the extrapolation method will rapidly loose the cut at high mass, and can potentially

produce fake excess, we decide to use a constant pT cut after the cut function reaching

its maximum. This guarantees the cut to be di↵erentially continuous to produce the

background mass distribution as smooth as possible.

A.5 Tests of Background Fit

A.5.1 More spurious signal test results

Figures A.11, A.12 and A.13 show the spurious signal results for spin-1 W�, spin-2

gg Z� and spin-2 qq Z� channels.
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Figure A.11: Spurious signal test on MC simulation samples with di↵erent number
of parameters in SR (a) D2, (b) SR Wmass of spin-1 W� channel.
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Figure A.12: Spurious signal test on MC simulation samples with di↵erent number
of parameters in SR (a) Btag, (b) D2, (c) Zmass of spin-2 gg Z� channel.

130



 [GeV]Xm
1000 2000 3000 4000 5000 6000 7000

bk
g

δ/
SSn

4−

3−

2−

1−

0

1

2

3

4 2par
3par
4par
5par

 [GeV]Xm
1000 2000 3000 4000 5000 6000 7000

bk
g

δ/
SSn

2−

1.5−

1−

0.5−

0

0.5

1

1.5

2 2par
3par
4par
5par

 [GeV]Xm
1000 2000 3000 4000 5000 6000 7000

bk
g

δ/
SSn

2−

1.5−

1−

0.5−

0

0.5

1

1.5

2 2par
3par
4par
5par

Figure A.13: Spurious signal test on MC simulation samples with di↵erent number
of parameters in SR (a) Btag, (b) D2, (c) Zmass of spin-2 qq Z� channel.

Figures A.14, A.15 and A.16 show the number of spurious signal events along the

mass spectrum for those three signal channels.
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Figure A.14: The raw number of spurious signal events fitted with MC samples
in SR (a) D2, (b) Wmass of spin-1 W� channel for chosen number of background
function parameters. The |NSS| are then parametrized with exponential function
to minimize the e↵ect due to MC statistics of spurious signal. In order to have a
conservative estimation of spurious signal, double size of parametrized results are
treated as spurious signal systematic uncertainty.
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Figure A.15: The raw number of spurious signal events fitted with MC samples
in SR (a) btag (b) D2, (c) Zmass of spin-2 gg Z� channel for chosen number of
background function parameters. The |NSS| are then parametrized with exponential
function to minimize the e↵ect due to MC statistics of spurious signal. In order to
have a conservative estimation of spurious signal, double size of parametrized results
are treated as spurious signal systematic uncertainty.
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Figure A.16: The raw number of spurious signal events fitted with MC samples
in SR (a) btag (b) D2, (c) Zmass of spin-2 qq Z� channel for chosen number of
background function parameters. The |NSS| are then parametrized with exponential
function to minimize the e↵ect due to MC statistics of spurious signal. In order to
have a conservative estimation of spurious signal, double size of parametrized results
are treated as spurious signal systematic uncertainty.

133



A.5.2 Spurious signal with data sideband

The spurious signal test is cross checked with forward photon CR as defined in Section

5.3.1. When performing the spurious signal test, instead of categorizing the CR events

into di↵erent regions according to SR definition, the CR data are reweighted to match

mJ� distributions in di↵erent categories to keep enough statistics in spurious signal

test. The reweighting functions are shown in Figures A.3 and A.4.

Figure A.17 shows the comparison of spurious test results (Nss) with CR data and

MC sample for spin-0 Z� d2 and vmass categories. A good agreement is observed

between Nss from data and MC simulated samples. The similar results for three

other channels are shown in Figure A.20, A.18 and A.19.

To understand whether current spurious signal uncertainty is enough, the com-

parison between spurious signal parameterization (2⇥ fitted shape) and data CR fit

residual are shown in Figure A.21, A.22, A.23 and A.24 respectively.
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Figure A.17: Comparison of Nss results with data control region (black line) and
MC samples (blue line) for spin-0 Z� d2, vmass categories.

A.5.3 Spurious signal test with fractional MC samples

The MC samples are divided two statistical independent parts according to even

and odd event counting, thus each part contains 50% of total MC events. The
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Figure A.18: Comparison of Nss results with data control region (black line) and
MC samples (blue line) for spin-2 qq Z� d2, vmass categories.
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Figure A.19: Comparison of Nss results with data control region (black line) and
MC samples (blue line) for spin-2 gg Z� d2, vmass categories.
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Figure A.20: Comparison of Nss results with data control region (black line) and
MC samples (blue line) for spin-1 W� d2, vmass categories.
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Figure A.21: Comparison of spurious signal parameterization results (2⇥ fitted
shape) to residual distributions between data control region data and their fitted
shapes for spin-0 Z� channel. Basically, the spurious signal can cover the di↵erence
between data points and function shape.
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Figure A.22: Comparison of spurious signal parameterization results (2⇥ fitted
shape) to residual distributions between data control region data and their fitted
shapes for spin-2 gg Z� channel. Basically, the spurious signal can cover the di↵erence
between data points and function shape.
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Figure A.23: Comparison of spurious signal parameterization results (2⇥ fitted
shape) to residual distributions between data control region data and their fitted
shapes for spin-2 qq Z� channel. Basically, the spurious signal can cover the di↵erence
between data points and function shape.
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Figure A.24: Comparison of spurious signal parameterization results (2⇥ fitted
shape) to residual distributions between data control region data and their fitted
shapes for spin-0 Z� channel. Basically, the spurious signal can cover the di↵erence
between data points and function shape.
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spurious signal test is then repeated with each subset. The results are shown in

Figures A.25, A.26, A.27 and A.28 for spin-0 Z�, spin-1 W�, spin-2 qq Z� and

spin-2 gg Z� signals, respectively. In general, no significant statistical correlations

observed between spurious signal results tested with di↵erent MC samples and the

spikes appear in di↵erent positions. These results indicates that the spikes and deeps

in spurious signal test are due to statistical fluctuations.

Figure A.25: Comparison of spurious signal test results with full MC statistics
samples and partial statistics samples for spin-0 Z� (a) btag, (b) d2, (c) vmass
categories. In general, the spikes appear randomly along the whole mass range and
no strong statistical correlations observed.
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Figure A.26: Comparison of spurious signal test results with full MC statistics
samples and partial statistics samples for spin-1 W� (a) d2, (b) vmass categories.
In general, the spikes appear randomly along the whole mass range and no strong
statistical correlations observed.

Figure A.27: Comparison of spurious signal test results with full MC statistics
samples and partial statistics samples for spin-2 qq Z� (a) btag, (b) d2, (c) vmass
categories. In general, the spikes appear randomly along the whole mass range and
no strong statistical correlations observed.
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Figure A.28: Comparison of spurious signal test results with full MC statistics
samples and partial statistics samples for spin-2 gg Z� (a) btag, (b) d2, (c) vmass
categories. In general, the spikes appear randomly along the whole mass range and
no strong statistical correlations observed.
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A.6 Checks for the maximum significance mass

points

The comparison between data and signal+background fit for the mass points with

large significance are checked. Here the mass point with largest local significance

listed as:

• spin-0 Z� mX = 3.64 TeV with Z = 2.49 �

• spin-2 gg Z� mX = 3.58 TeV with Z = 2.24 �

• spin-2 qq Z� mX = 3.56 TeV with Z = 1.82 �

• spin-1 W� mX = 2.82 TeV with Z = 1.52 �

A.6.1 Distributions and Fits

Figure A.29 shows the distributions of spin-0 Z� d2 and vmass categories with

background+signal fit applied for mX = 3640GeV signal hypothesis. Figure A.30

presents the distributions of signal and background shapes including data points in

spin-2 gg Z� channel with mX = 3580 GeV signal hypothesis signal+background

fit performed, Figure A.31 gives similar distributions for spin-2 qq Z� channel with

mX = 3560 GeV and Figure A.32 presents that for spin-1 W� with mX = 3120GeV.

A.6.2 Pull and Ranking

Pull and ranking for large significance mass points are checked. The results are shown

in Figures A.33 for spin-0 Z� mX = 3640GeV, spin-2 gg Z� mX = 3580GeV, spin-2

qq Z� mX = 3560GeV and spin-1 W� mX = 2820GeV mass points. No major pull

and constraint for nuisance parameters is observed.
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Figure A.29: Data distributions with mX = 3640GeV signal included for (a) spin-
0 Z� d2 category and (b) spin-0 Z� vmass category. Dashed blue lines and light
blue bands show the background pdf distributions and their ±1� error bands after
performing all categories combined background+signal fit to data. Red solid lines in
top pads present the signal+background pdf. The bars in low pads present the local
significance for each bin.

Figure A.30: Data distributions with mX = 3580GeV signal included for (a) spin-2
gg Z� d2 category and (b) spin-2 gg Z� vmass category Dashed blue lines and light
blue bands show the background pdf distributions and their ±1� error bands after
performing all categories combined background+signal fit to data. Red solid lines in
top pads present the signal+background pdf. The bars in low pads present the local
significance for each bin.
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Figure A.31: Data distributions with mX = 3560GeV signal included for (a) spin-2
qq Z� d2 category and (b) spin-2 qq Z� vmass category Dashed blue lines and light
blue bands show the background pdf distributions and their ±1� error bands after
performing all categories combined background+signal fit to data. Red solid lines in
top pads present the signal+background pdf. The bars in low pads present the local
significance for each bin.

Figure A.32: Data distributions with mX = 2820GeV signal included for (a) spin-2
qq Z� d2 category and (b) spin-2 qq Z� vmass category Dashed blue lines and light
blue bands show the background pdf distributions and their ±1� error bands after
performing all categories combined background+signal fit to data. Red solid lines in
top pads present the signal+background pdf. The bars in low pads present the local
significance for each bin.
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Figure A.33: Pull and ranking distributions for spin=0 X ! Z� mX = 3640TeV
signal. The solid (empty) dark blue hands are the postfit (prefit) impact on � when
the NP is shifted by +1 �(✓) (+1), while the solid (empty) light blue hands are
the postfit (prefit) impact on � when the NP is shifted by -1 �(✓) (+1) The NP
values are show in solid point with error bars. In order to well present the systematic
uncertainty impacts on fitted cross section, the impacts are shown as relative values
as ��/� (top label).
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Figure A.34: Pull and ranking distributions for spin=1 X ! W� mX = 2820GeV
signal. The solid (empty) dark blue hands are the postfit (prefit) impact on � when
the NP is shifted by +1 �(✓) (+1), while the solid (empty) light blue hands are
the postfit (prefit) impact on � when the NP is shifted by -1 �(✓) (+1) The NP
values are show in solid point with error bars. In order to well present the systematic
uncertainty impacts on fitted cross section, the impacts are shown as relative values
as ��/� (top label).
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Figure A.35: Pull and ranking distributions for spin=2 gg ! X ! Z� mX =
3580GeV signal. The solid (empty) dark blue hands are the postfit (prefit) impact
on � when the NP is shifted by +1 �(✓) (+1), while the solid (empty) light blue hands
are the postfit (prefit) impact on � when the NP is shifted by -1 �(✓) (+1) The NP
values are show in solid point with error bars. In order to well present the systematic
uncertainty impacts on fitted cross section, the impacts are shown as relative values
as ��/� (top label).
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Figure A.36: Pull and ranking distributions for spin=2 qq ! X ! Z� mX =
3560GeV signal. The solid (empty) dark blue hands are the postfit (prefit) impact
on � when the NP is shifted by +1 �(✓) (+1), while the solid (empty) light blue hands
are the postfit (prefit) impact on � when the NP is shifted by -1 �(✓) (+1) The NP
values are show in solid point with error bars. In order to well present the systematic
uncertainty impacts on fitted cross section, the impacts are shown as relative values
as ��/� (top label).
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