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We present new parton distribution functions (PDFs) at next-to-next-to-leading order (NNLO) from the
CTEQ-TEA global analysis of quantum chromodynamics. These differ from previous CT PDFs in several

respects, including the use of data from LHC experiments and the new D0 charged-lepton rapidity

asymmetry data, as well as the use of a more flexible parametrization of PDFs that, in particular, allows a

better fit to different combinations of quark flavors. Predictions for important LHC processes, especially

Higgs boson production at 13 TeV, are presented. These CT14 PDFs include a central set and error sets in

the Hessian representation. For completeness, we also present the CT14 PDFs determined at the LO and the

NLO in QCD. Besides these general-purpose PDF sets, we provide a series of (N)NLO sets with various αs
values and additional sets in general-mass variable flavor number schemes, to deal with heavy partons, with

up to three, four, and six active flavors.
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I. INTRODUCTION

Run 1 at the Large Hadron Collider (LHC) was a great
success, culminating in the discovery of the Higgs boson
[1,2]. No physics beyond the Standard Model was dis-
covered in this run; however, run 2, with a larger center-of-
mass energy and integrated luminosity, will allow for an
increased discovery potential for new physics. Precision
measurements of the Higgs boson and of various electro-
weak observables will be performed with extraordinary
accuracy in new kinematic regimes in run 2. Run-1
achievements, such as the combined ATLAS-CMS meas-
urement of the Higgs boson mass with 0.2% accuracy [3],
will soon be superseded. For both precision measurements
and for discovery of possible new physics, it is important to
have the proper tools for the calculation of the relevant
cross sections. These tools include both matrix element
determinations at higher orders in perturbative QCD and
electroweak theory and precision parton distribution

functions (PDFs). The need for precision PDFs was driven
home by the recent calculation of the inclusive cross section
for gluon-gluon fusion to a Higgs boson at next-to-next-to-
next-to-leading order (NNNLO) [4]. As this tour-de-force
calculation has significantly reduced the scale dependence
of the Higgs cross section, the PDF and αs uncertainties
become the dominant remaining theoretical uncertainty
(as of the last PDF4LHC recommendation).
The CT10 parton distribution functions were published at

NLO in 2010 [5], followed by the CT10 NNLO parton
distribution functions in 2013 [6]. These PDF ensembles
were determined using diverse experimental data from fixed-
target experiments, HERA and the Tevatron collider, but
without data from the LHC. In this paper, we present a next
generation of PDFs, designated as CT14. The CT14 PDFs
include data from the LHC for the first time, as well as
updated data from the Tevatron and from HERA experi-
ments. Various CT14 PDF sets have been produced at the
LO, NLO and NNLO and are available from LHAPDF [7].
TheCTEQ-TEAphilosophy has always been to determine

PDFs from data on inclusive, high-momentum transfer
processes, for which perturbative QCD is expected to be
reliable. For example, in the case of deep-inelastic lepton
scattering, we only use data with Q > 2 GeV and W>
3.5GeV. Data in this region are expected to be relatively free
of nonperturbative effects, such as higher twists or nuclear
corrections. Thus, there is no need to introduce phenom-
enological models for nonperturbative corrections beyond
the leading-twist perturbative contributions.
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cannot be separated. The most important, but not the only,
criterion for the selection of PDFs is the minimization
of the log-likelihood χ2 that quantifies agreement of theory
and data. In addition, we make some “prior assumptions”
about the forms of the PDFs. A PDF set that violates them
may be rejected even if it lowers χ2. For example, we assume
that the PDFs are smoothly varying functions of x, without
abrupt variations or short-wavelength oscillations. This is
consistent with the experimental data and sufficient for
making new predictions. No PDF can be negative at the
input scale Q0, to preclude negative cross sections in the
predictions. Flavor-dependent ratios or cross section asym-
metriesmust also take physical values,which limits the range
of allowed parametrizations in extreme kinematical regions
with poor experimental constraints. For example, in the
CT14 parametrization we restricted the functional forms of
the u and d PDFs so that dðx;Q0Þ=uðx;Q0Þ would remain
finite and nonzero at x → 1; cf. the Appendix. We now
review every input of the CT14 PDF analysis in turn, starting
with the selection of the new experiments.

B. Selection of experiments

The experimental data sets that are included in the CT14
global analysis are listed in Tables I (lepton scattering) and
II (production of inclusive lepton pairs and jets). There are a
total of 2947 data points included from 33 experiments,
producing a χ2 value of 3252 for the best fit (with
χ2=Npt ¼ 1.10). It can be seen from the values of χ2 in

Tables I and II that the data and theory are in reasonable
agreement for most experiments. The variable Sn in the last
column is an “effective Gaussian variable,” first introduced
in Sec. Vof Ref. [5] and defined for the current analysis in
Refs. [6,22]. The effective Gaussian variable quantifies
compatibility of any given data set with a particular PDF fit

in a way that is independent of the number of pointsNpt;n in

the data set. It maps the χ2n values of individual experi-
ments, whose probability distributions depend on Npt;n in

each experiment (and thus, are not identical), onto Sn
values that obey a cumulative probability distribution
shared by all experiments, independently of Npt;n.

Values of Sn between −1 and þ1 correspond to a good
fit to the nth experiment (at the 68% C.L.). Large positive
values (≳2) correspond to a poor fit, while large negative
values (≲ − 2) are fit unusually well.
The goodness of fit for CT14 NNLO is comparable to that

of our earlier PDFs, but the more flexible parametrizations
did result in improved agreement with some data sets. For
example, by adding additional parameters to the fu; ug and

fd; dg parton distributions, somewhat better agreement was
obtained for the BCDMS and NMC data at low values ofQ.
The quality of the fit can be also evaluated based on the
distribution of Sn values, which follows a standard normal
distribution (of width 1) in an ideal fit. As in the previous fits,
the actual Sn distribution (cf. the solid curve in Fig. 1) is
somewhat wider than the standard normal one (the dashed
curve), indicating the presence of disagreements, or tensions,
between some of the included experiments. The tensions
have been examined before [5,51–53] and originate largely
from experimental issues, almost independent of the pertur-
bative QCD order or PDF parametrization form. A more
detailed discussion of the level of agreement between data
and theory will be provided in Sec. IV.

1. Experimental data from the LHC

Much of these data have also been used in previous CT
analyses, such as the one that produced the CT10 NNLO
PDFs. As mentioned, no LHC data were used in the CT10

TABLE I. Experimental data sets employed in the CT14 analysis. These are the lepton deep-inelastic scattering
experiments. Npt;n, χ

2
n are the number of points and the value of χ2 for the nth experiment at the global minimum. Sn

is the effective Gaussian parameter [5,6,22] quantifying agreement with each experiment.

ID No. Experimental data set Npt;n χ2n χ2n=Npt;n Sn

101 BCDMS Fp
2

[23] 337 384 1.14 1.74
102 BCDMS Fd

2
[24] 250 294 1.18 1.89

104 NMC Fd
2
=Fp

2
[25] 123 133 1.08 0.68

106 NMC σ
p
red [25] 201 372 1.85 6.89

108 CDHSW Fp
2

[26] 85 72 0.85 −0.99
109 CDHSW Fp

3
[26] 96 80 0.83 −1.18

110 CCFR Fp
2

[27] 69 70 1.02 0.15
111 CCFR xFp

3
[28] 86 31 0.36 −5.73

124 NuTeV νμμ semi-inclusive DIS [29] 38 24 0.62 −1.83
125 NuTeV ν̄μμ semi-inclusive DIS [29] 33 39 1.18 0.78
126 CCFR νμμ semi-inclusive DIS [30] 40 29 0.72 −1.32
127 CCFR ν̄μμ semi-inclusive DIS [30] 38 20 0.53 −2.46
145 H1 σbr [31] 10 6.8 0.68 −0.67
147 Combined HERA charm production [32] 47 59 1.26 1.22
159 HERA1 combined DIS [33] 579 591 1.02 0.37
169 H1 FL [34] 9 17 1.92 1.7
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fits. Nonetheless, the CT10 PDFs have been in good
agreement with LHC measurements so far.
As the quantity of the LHC data has increased, the time

has come to include the most germane LHC measurements
into CT fits. The LHC has measured a variety of Standard
Model cross sections, yet not all of them are suitable for
determination of PDFs according to the CT method. For
that, we need to select measurements that are experimen-
tally and theoretically clean and are compatible with the
global set of non-LHC hadronic experiments.
In the CT14 study, we select a few such LHC data sets at
ffiffiffi

s
p

¼ 7 TeV, focusing on the measurements that provide
novel information to complement the non-LHC data. From
vector boson production processes, we selectedW=Z cross
sections and the charged-lepton asymmetry measurement
from ATLAS [46], the charged-lepton asymmetry in the
electron [45] and muon decay channels [44] from CMS,

and the W=Z lepton rapidity distributions and charged-
lepton asymmetry from LHCb [41]. The ATLAS and CMS
measurements primarily impose constraints on the light
quark and antiquark PDFs at x≳ 0.01. The LHCb data sets,
while statistically limited, impose minor constraints on u
and d PDFs at x ¼ 0.05–0.1.
Upon including these measurements, we can relax the

parametric constraints on the sea (anti)quark PDFs of u, u,

d, and d. In the absence of relevant experimental constraints
in the pre-CT14 fits, the PDF parametrizations were chosen

so as to enforce u=d → 1, u=d → 1 at x → 0 in order to
obtain convergent fits. As reviewed in the Appendix, the
CT14 parametrization form is more flexible, in the sense
that only the asymptotic power xa1 is required to be the
same in all light-quark PDFs in the x → 0 limit. This choice

produces wider uncertainty bands on uv, dv, and u=d at
x → 0, with the spread constrained by the newly included
LHC data.
From the other LHC measurements, we now include

single-inclusive jet production at ATLAS [49] and CMS
[50]. These data sets provide complementary information
to Tevatron inclusive jet production cross sections from
CDF run 2 [47] and D0 run 2 [48] that are also included.
The purpose of jet production cross sections is primarily to
constrain the gluon PDF gðx;QÞ. While the uncertainties
from the LHC jet cross sections are still quite large, they
probe the gluon PDF across a much wider range of x than
the Tevatron jet cross sections.
One way to gauge the sensitivity of a specific data point

to some PDF fðx;QÞ at a given x and Q is to compute a
correlation cosine between the theoretical prediction for
this point and fðx;QÞ [13,15,54]. In the case of CT10
NNLO, the sensitivity of the LHC charge asymmetry data

TABLE II. The same as Table I, showing experimental data sets on Drell-Yan processes and inclusive jet
production.

ID No. Experimental data set Npt;n χ2n χ2n=Npt;n Sn

201 E605 Drell-Yan process [35] 119 116 0.98 −0.15
203 E866 Drell-Yan process, σpd=ð2σppÞ [36] 15 13 0.87 −0.25
204 E866 Drell-Yan process, Q3d2σpp=ðdQdxFÞ [37] 184 252 1.37 3.19
225 CDF run-1 electron Ach, pTl > 25 GeV [38] 11 8.9 0.81 −0.32
227 CDF run-2 electron Ach, pTl > 25 GeV [39] 11 14 1.24 0.67
234 D0 run-2 muon Ach, pTl > 20 GeV [40] 9 8.3 0.92 −0.02
240 LHCb 7 TeV 35 pb−1 W=Z dσ=dyl [41] 14 9.9 0.71 −0.73
241 LHCb 7 TeV 35 pb−1 Ach, pTl > 20 GeV [41] 5 5.3 1.06 0.30
260 D0 run-2 Z rapidity [42] 28 17 0.59 −1.71
261 CDF run-2 Z rapidity [43] 29 48 1.64 2.13
266 CMS 7 TeV 4.7 fb−1, muon Ach, pTl > 35 GeV [44] 11 12.1 1.10 0.37
267 CMS 7 TeV 840 pb−1, electron Ach, pTl > 35 GeV [45] 11 10.1 0.92 −0.06
268 ATLAS 7 TeV 35 pb−1 W=Z cross sec., Ach [46] 41 51 1.25 1.11
281 D0 run-2 9.7 fb−1 electron Ach, pTl > 25 GeV [14] 13 35 2.67 3.11
504 CDF run-2 inclusive jet production [47] 72 105 1.45 2.45
514 D0 run-2 inclusive jet production [48] 110 120 1.09 0.67
535 ATLAS 7 TeV 35 pb−1 incl. jet production [49] 90 50 0.55 −3.59
538 CMS 7 TeV 5 fb−1 incl. jet production [50] 133 177 1.33 2.51

Mean 0.32
Std. dev. 2.2
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FIG. 1. Best-fitSn values of 33 experiments in theCT14analysis.
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For the ATLAS [49], CMS [50], CDF [47] and D0 [48]
inclusive jet data sets, the correlation cosine, cosϕ, for gluon
PDF is plotted in Fig. 3 using NLO QCD theory to evaluate
the theoretical cross section. Again, the lines correspond to
individualpTj bins of the data.We observe that the CDF and

D0 jet cross sections are highly correlated with the gluon
PDF gðx;QÞ at x≳ 0.05 and anticorrelated at small x as a
consequence of the momentum sum rule. The ATLAS and
CMS jet cross sections are highly correlatedwith gðx;QÞ in a
much wider range, x > 0.005. In contrast, the PDF-induced
correlation of the jet cross sectionswith the quarkPDFs, such
as uðx;QÞ in Fig. 4, is at most moderate. The ATLAS and
CMS jet data therefore have the potential to reduce the gluon
uncertainty, but significant reduction will require the data
from run 2.

2. High-luminosity lepton charge asymmetry
from the Tevatron

Forward-backward asymmetry (Ach) distributions of
charged leptons from inclusive weak boson production at
the Tevatron are uniquely sensitive to the average slope of

the ratio dðx;QÞ=uðx;QÞ at large x, of order 0.1 and above.
In the CT14 analysis, we include several data sets of Ach

measured at
ffiffiffi

s
p

¼ 1.8 and 1.96 TeV by the CDF and D0
Collaborations. The CDF run-1 data set on Ach [38,55],
which was instrumental in resolving conflicting informa-
tion on the large-x behavior of uðx;QÞ and dðx;QÞ from
contemporary fixed-target DIS experiments [56–59], is

supplemented by the CDF run-2 data set at 170 pb−1

[39]. Ach data at
ffiffiffi

s
p

¼ 1.96 TeV from D0 in the electron

[14] and muon [40] decay channels, for 9.7 and 0.3 fb−1,
are also included. In all Ach data sets, we include sub-
samples with the cuts on the transverse momentum pTl of
the final-state lepton specified in Table II.
The electron data set (9.7 fb−1) from D0 that we now

include replaces the 0.75 fb−1 counterpart set [21], first
included in CT10. This replacement has an important impact
on the determination of the large-x quark PDFs; thus, these
new Ach data sets are perhaps the most challenging and
valuable among all that were added in CT14.
The D0 Ach data have small experimental errors and

hence push the limits of the available theoretical
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FIG. 4. The correlation cosine cosϕ [13] between the u-PDF at the specified x value on the horizontal axis and NLO predictions for
the CDF [47] (upper left panel), D0 [48] (upper right panel), ATLAS [49] (lower left panel) and CMS [50] (lower right panel) inclusive
jet cross sections at Q ¼ 100 GeV.
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calculations. Relatively small differences in the average
slope (with respect to x) of the d=u ratio in the probed
region can produce large variations in χ2n for the Tevatron
charge asymmetry [56–58]. By varying the minimal selec-
tion cuts on pTl of the lepton, it is possible to probe subtle
features of the large-x PDFs. For that, understanding of the
transverse momentum dependence in both experiment and
theory is necessary, which demands evaluation of trans-
verse momentum resummation effects.
When the first Tevatron run-2 Ach data sets were

implemented in CT fits, significant tensions were discov-
ered between the electron and muon channels, and even
between different pTl bins within one decay channel. The
tensions prompted a detailed study in the CT10 analysis
[5]. The study found that various pTl bins of the electron
and muon asymmetries from D0 disagree with DIS experi-
ments and among themselves.
In light of these unresolved tensions, we published a CT10

PDF ensemble at NLO, which did not include the D0 run-2
Ach data and yielded a d=u ratio that was close to that ratio in
CTEQ6.6 NLO. An alternative CT10W NLO ensemble was
also constructed. It included four pTl bins of that data and
predicted a harderd=u behavior atx → 1.When constructing
the counterpart CT10 NNLO PDFs in [6], we took an in-
between path and included only the two most inclusive pTl

bins, one from the electron [21] and one from the muon [40]
samples. This choice still resulted in a larger d=u asymptotic
value in CT10 NNLO than in CTEQ6.6.
The new Ach data for 9.7 fb−1 in the electron channel are

more compatible with the other global fit in the data that we
included. Therefore, CT14 includes the D0 Ach measure-
ment in the muon channel with pTl > 20 GeV [40] and in
the electron channel with pTl > 25 GeV [14]. The replace-
ment does not affect the general behavior of the PDFs,
except that the CT14 d=u ratio at high x follows the trends
of CTEQ6.6 NLO and CT10 NLO, rather than of CT10W
NLO and CT10 NNLO.

3. New HERA data

CT14 includes a combined HERA-1 data set of reduced
cross sections for semi-inclusive DIS production of open
charm [32] and measurements of the longitudinal structure
function FLðx;QÞ in neutral-current DIS [34]. The former
replaces independent data sets of charm structure functions
and reduced cross sections from H1 and ZEUS [60–63].
Using the combined HERA charm data set, we obtain a
slightly smaller uncertainty on the gluon at x < 0.01 and
better constraints on charmmass than with independent sets
[64]. The latter HERA data set, on FL, is not independent
from the combined HERA set on inclusive DIS [33] but has
only nine data points and does not significantly change the
global χ2. Its utility is primarily to prevent unphysical
solutions for the gluon PDF at small x at the stage of the
PDF error analysis.

4. Other LHC results

One class of LHC data that could potentially play a large
role [13] in the determination of the gluon distribution,
especially at high x, is the differential distributions of tt
production, now available from ATLAS [65] and CMS
[66,67]. However, these data are not included into our fit, as
the differential NNLO tt cross section predictions for the
LHC are not yet complete and the total cross section
measurements lack statistical power. [68]. In addition,
constraints on the PDFs from tt cross sections are mutually
correlated with the values of QCD coupling and top-quark
mass. NLO electroweak corrections, playing an important
role [69,70] for these data, are still unavailable for some tt
kinematic distributions. Once these calculations are com-
pleted, they will be incorporated in future versions of CT
PDFs. For now, we simply show predictions from CT14 for
the tt distributions using the approximate NNLO calcu-
lations in Sec. V.

C. Summary of theoretical calculations

1. QCD cross sections

The CT14 global analysis prioritizes the selection of
published data for which NNLO predictions are available,
and theoretical uncertainties of various kinds are well
understood. Theoretical calculations for neutral-current
DIS are based on the NNLO implementation [8] of the
SACOT-χ factorization scheme [9–11] with massive
quarks. For inclusive distributions in the low-mass Drell-
Yan process, NNLO predictions are obtained with the
program VRAP [71,72]. Predictions for W=Z production
and weak boson charge asymmetries with pTl cuts are
obtained with the NNLL-(approximately NNLO) program
ResBos [73–76], as in the previous analyses.
As already mentioned in the introduction, two excep-

tions from this general rule concern charged-current DIS
and collider jet production. Both have unique sensitivities
to crucial PDF combinations but are still known only to
NLO. The CCFR and NuTeV data on inclusive and
semi-inclusive charge-current DIS are indispensable for
constraining the strangeness PDF; single-inclusive jet
production at the Tevatron and now at the LHC are essential
for constraining the gluon distribution. Yet, in both cat-
egories, the experimental uncertainties are fairly large and
arguably diminish the impact of missing NNLO effects.
Given the importance of these measurements, our approach
is then to include these data in our NNLO global PDF fits
but evaluate their matrix elements at NLO.
According to this choice, we do not rely on the use of

threshold resummation techniques [77,78] to approximate
the NNLO corrections in jet production. Nor do we remove
the LHC jet data due to the kinematic limitations of such
resummation techniques [79]. A large effort was invested in
the CT10 and CT14 analyses to estimate the possibility of
biases in the NNLO PDFs due to using NLO cross sections

NEW PARTON DISTRIBUTION FUNCTIONS FROM A … PHYSICAL REVIEW D 93, 033006 (2016)

033006-7

Ashutosh Kotwal




relative PDF uncertainties remain about the same. This can
be better seen from a direct comparison of the relative PDF
uncertainties (normalized to their respective central PDFs)
in the third inset. The collider charge asymmetry data
constrain d=u at x up to about 0.4. At even higher x, outside
of the experimental reach, the behavior of the CT14 PDFs
reflects the parametrization form, which now allows d=u to
approach any constant value at x → 1.
At such high x, the CTEQ-JLab analysis (CJ12) [94]

has independently determined the ratio d=u at NLO, by
including the fixed-target DIS data at lower W and higher
x that are excluded by a selection cut W > 3.5 GeV in
CT14 and by considering higher-twist and nuclear effects
that can be neglected in the kinematic range of CT14 data.
The CT14 uncertainty band on d=u at NNLO lies for the
most part between the CJmin and CJmax predictions at
NLO that demarcate the CJ12 uncertainty; cf. the first
inset of Fig. 7. We see that the CT14 predictions on d=u
at x > 0.1, which were derived from high-energy mea-
surements that are not affected by nuclear effects, fall
within the CJ12 uncertainty range obtained from low-
energy DIS with an estimate of various effects beyond
leading-twist perturbative QCD. The ratio should be
stable to inclusion of NNLO effects; thus, the two
ensembles predict a similar trend for collider observables
sensitive to d=u.

Turning now to the ratios of sea quark PDFs in Fig. 8, we
observe that the uncertainty on dðx;QÞ=uðx;QÞ in the left
inset has also increased at small x in CT14 NNLO. At

x > 0.1, we assume that both uðx;Q0Þ and dðx;Q0Þ are
proportional to ð1 − xÞa2 with the same power a2; the ratio

dðx;Q0Þ=uðx;Q0Þ can thus approach a constant value
that comes out to be close to 1 in the central fit, while
the parametrization in CT10 forced it to vanish. The

uncertainty on d=u has also increased across most of
the x range.
The overall reduction in the strangeness PDF at x > 0.01

leads to a smaller ratio of the strange-to-nonstrange sea

quark PDFs, ðsðx;QÞ þ sðx;QÞÞ=ðuðx;QÞ þ dðx;QÞÞ,
presented in the right inset of Fig. 8. At x < 0.01, this
ratio is determined entirely by parametrization form and
was found in CT10 to be consistent with the exact SUð3Þ
symmetry of PDF flavors, ðsðx;QÞ þ sðx;QÞÞ=ðuðx;QÞ þ
dðx;QÞÞ → 1 at x → 0, albeit with a large uncertainty. The
SUð3Þ-symmetric asymptotic solution at x → 0 is still
allowed in CT14 as a possibility, even though the asymp-
totic limit of the central CT14 NNLO has been reduced and

is now at about 0.6 at x ¼ 10−5. The uncertainty of
strangeness has increased at such small x and now allows

ðsðx;QÞ þ sðx;QÞÞ=ðuðx;QÞ þ dðx;QÞÞ between 0.35

and 2.5 at x ¼ 10−5.
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were obtained using the Lagrange multiplier method: one
with enhanced gluon and one with suppressed gluon at
small x, as was already done in CT10. In CT14, we also
include an additional pair of sets with enhanced or sup-
pressed strangeness at small x; although it is possible that
treating a1ðsÞ as a fitting parameter independent from

a1ðuÞ ¼ a1ðdÞ would have worked equally well.
In summary, we have a total of 56 error sets: 2 × 26 from

the Hessian method, supplemented by two extremes of

small-x gluon, and two extremes of small-x strangeness.
Uncertainties from all pairs of error sets are to be summed
in quadrature using the master formulas [5,20,54]. In
comparison, CT10 NNLO had 50 error sets. The increased
flexibility in the CT14 parametrization is warranted by
better experimental constraints and its improved fit to the
data. Indeed, fitting the CT14 data set using the old CT10
parametrizations yields a best fit that is worse by 60 units

in χ2.
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