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Proton and deuteron structure functions in muon scattering at 470 GeV
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A. Salvarani,3,y H. Schellman,13 M. Schmitt,5,z N. Schmitz,12 G. Siegert,1,aa A. Skuja,10 G. A. Snow,10
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The proton and deuteron structure functionsF2
p andF2

d are measured in inelastic muon scattering with an
average beam energy of 470 GeV. The data were taken at Fermilab experiment E665 during 1991 and 1992
using liquid hydrogen and deuterium targets. TheF2 measurements are reported in the range
0.0008,x,0.6 and 0.2,Q2,75 GeV2. These are the first precise measurements ofF2 in the low x and
Q2 range of the data. In the highx range of the data where they overlap inx andQ2 with the measurements
from NMC, the two measurements are in agreement. The E665 data also overlap inx with the DESY HERA
data, and there is a smooth connection inQ2 between the two data sets. At highQ2 the E665 measurements are
consistent with QCD-evolved leading twist structure function models. The data are qualitatively described by
structure function models incorporating the hadronic nature of the photon at lowQ2. The Q2 and theW
dependence of the data measure the transition in the nature of the photon between a pointlike probe at high
Q2 and a hadronic object at lowQ2. @S0556-2821~96!05517-8#

PACS number~s!: 13.60.Hb, 12.38.Qk, 12.40.Nn, 14.20.Dh
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I. INTRODUCTION

In the single-photon-exchange approximation, the dou
differential cross section for charged lepton-nucleon scat
ing can be written as

d2s1g

d~2Q22!d~ lnx!
54paem

2 F2~x,Q
2!F12y2

Mxy

2E

1
y2~114M2x2/Q2!

2@11R~x,Q2!# G , ~1.1!
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where E is the incoming lepton energy in the laboratory
frame and2Q2 is the square of the four-momentum trans
ferred from the lepton.n is the lepton energy loss in the
laboratory frame,x5Q2/2Mn is the Bjorken scaling vari-
able, andy5n/E. aem is the electromagnetic coupling con-
stant andM is the nucleon mass.F2(x,Q

2) is the structure
function of the target nucleon andR(x,Q2) is the ratio of the
longitudinal to the transverse virtual-photon cross sections

Charged lepton scattering is an effective technique f
probing the internal structure of nuclear matter, since th
interaction of the probe is purely electroweak. In the 1950
after some early experiments in Illinois, electron scatterin
experiments were performed at Stanford@1#, followed later
by experiments at Darmstadt, Daresbury, Orsay, Ya
DESY, and the CEA, to measure the charge distributions
various nuclei. At the energies available, the experimen
were restricted to elastic scattering or excitation of the low
lying resonances. The measured elastic form factors fall ra
idly with increasing four-momentum transferred, indicatin
that the charge distribution in nuclei is spatially extended an
smoothly varying~i.e., there is no hard core in the nucleus!.
As higher energy electron beams became available at SLA
and DESY in the late 1960s, inelastic scattering experimen
could be performed. These experiments@2# showed that, at
large four-momentum transfers, the inelastic nucleon stru
ture functions were~approximately! independent of any di-
mensioned quantity, a phenomenon known as scaling. Sc
ing had been predicted on the basis of current algebra@3#,
and the experimental result was interpreted as evidence
the existence of pointlike constituents in the nucleons@4#.
These ‘‘partons’’ are now associated with quarks@5#, which
were first introduced to describe hadron spectroscopy@6,7#.

Higher energy electron beams became difficult to produ
as electrons, being light, are prone to losing energy throu
synchrotron radiation. Muons became a natural choice
high energy charged lepton probes. The 1970s and 198
saw the development of the E26, CHIO, European Muo
Collaboration ~EMC!, BCDMS, New Muon Collaboration
~NMC!, and E665 muon scattering experiments at Fermila
and CERN and theep collider HERA at DESY @8–15#.
These muon scattering experiments were augmented b
series of high energy neutrino scattering experiments@16–
18# also at Fermilab and CERN. Neutrino interaction
sample a different admixture of partons and thus compl
ment muon scattering experiments. However, neutrino e
periments have not yet measured structure functions bel
x of 0.01.

In the meantime, the quark-parton model developed into
dynamic gauge field theory of interactions called quantu
chromodynamics~QCD!. This theory has been quite effec-
tive in making perturbative calculations of the short distanc
behavior of quark interactions. In particular, QCD predicte
a pattern of scaling violations of the inelastic structure fun
tions at large four-momentum transfers, which has been co
firmed by the high energy muon and electron experiments

However, at low values of four-momentum transfers, th
perturbative expansion of QCD breaks down. Real photopr
duction measurements at high energy reveal the hadro
nature of the photon. This behavior is different from th
pointlike photon-parton interactions manifest at large fou
momentum transfers. The transition from the regime of pe
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turbative QCD to the domain of the hadronic photon shou
involve some change in the nature of photon-hadron inter
tions as a function of four-momentum transfer. The expe
ment E665 provides a wide range of energy and fou
momentum transfer and thus an opportunity to understa
the nature of this transition.

This paper presents the measurement of the proton
deuteron structure functions at E665, using the data ta
during 1991–1992. In Sec. II, a brief description of the e
perimental apparatus will be given. In Sec. III, the structu
function measurement technique will be described. In Se
IV – VIII, detailed discussions will be provided of the analy
sis. The analysis issues are the estimation of the muon rec
struction and triggering efficiencies, the detector calibrati
and resolution, the radiative corrections, and the luminos
measurement. In Sec. IX, the results and the systematic
certainties will be presented. The results will be compar
with measurements from other experiments and with the
retical models in Sec. X.

II. E665 EXPERIMENTAL APPARATUS

A. Introduction

The Fermilab Experiment 665~E665! was a fixed-target
muon scattering experiment, with the highest energy~470
GeV! muon beam to date. The experiment was located in
New Muon Laboratory which is situated at the end of th
NM beam line at Fermilab. The goal of the experiment w
to measure structure functions and their ratios, and to stu
the hadronic final states produced in the muon interacti
Data were taken on hydrogen and deuterium, as well
heavy targets, to study the nuclear dependence of the ab
The experiment took data in 1987–1988, 1990, and 199
1992. The emphasis was on the identification and reconstr
tion of the incoming beam muon and the scattered muon
every event with high precision, and the measurement of
charged and neutral particles in the final state.

These considerations dictated the construction of the
periment. The apparatus consisted of a beam spectrome
followed by an open-geometry forward spectrometer, fo
lowed by a muon detector. The apparatus has been descr
in detail in @13#, and the upgrades to the detector made f
the 1990 and 1991–92 runs are described in@19–21#. It is
shown in Fig. 1. In the following we will provide a summary
of the beam line and those parts of the detector relevant
the structure function measurement.

Throughout this paper, we use a right-handed coordin
system, where thex axis points along the nominal beam

FIG. 1. The E665 forward spectrometer and muon detector.
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direction~north!. They axis points to the west and thez axis
points upwards. The origin is defined as the center of th
main momentum-analyzing magnet~CCM!.

B. New muon beam line

The muon beam delivered to E665 was a tertiary bea
obtained from the decay of charged pions and kaons, whi
in turn were obtained from the interaction of primary proton
of 800 GeV energy extracted from the Fermilab Tevatro
synchrotron. The typical yield of muons per proton wa
1026. The muon beam that was finally used was about 4 c
wide in the vertical direction and about 6 cm wide in th
horizontal direction. The mean beam energy for the data c
lected during 1991–1992 was 470 GeV, with a spread
about 50 GeV.

The muon beam maintained the 53.1 MHz radio
frequency~rf! structure of the Tevatron accelerating rf field
The muons were localized in time to within 1 ns in the r
‘‘buckets,’’ which occurred at 18.8 ns intervals. This time
structure proved very useful in the construction of the ele
tronic trigger signals, in that the rf could be used to provid
time synchronization for all the electronic pulses. The fina
intensity of the muon beam was about 1 MHz, and 1–2 %
the buckets were occupied by a muon. A small fraction o
the buckets contained multiple muons. The trigger hod
scopes and electronics provided almost single-bucket reso
tion. Events with multiple occupancy in a bucket could b
identified both at the trigger level and using off-line recon
struction.

C. Beam spectrometer

The beam line was followed by the E665 beam spectrom
eter, which served a number of purposes. First, the hod
scopes in the beam spectrometer provided a fast electro
signal, indicating the passage of a beam muon. This was
essential component for all the beam-related triggers. T
transverse segmentation of the beam hodoscopes~SBT’s! en-
abled us to define the accepted beam phase space at the
ger level and to detect multiple occupancy in the bucket. Th
beam trigger signal produced by the hodoscopes was coun
by scalers to provide a total beam count. The hodoscope h
were latched and this information was used to identify in
time and out-of-time beam tracks off line.

Second, the beam spectrometer contained 24 planes
multiwire proportional chambers with 1 mm wire spacing
~which we refer to as PBT’s! and a dipole magnet~which we
call NMRE!. These were used to provide precise reconstru
tion and momentum measurement of the beam muon. T
spectrometer consisted of two arms with the NMRE magn
in the middle. The NMRE magnet provided a transverse m
mentum kick of~1.51560.004! GeV. The length of the beam
spectrometer helped to provide a resolution on the curvatu
of d(p21);831026 GeV21, corresponding to a 2 GeV mo-
mentum uncertainty for a 500 GeV muon.

D. Target assembly

The target assembly was placed in the path of those be
muons which could be tagged and reconstructed by the be
spectrometer. All the targets and an empty liquid target ve
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sel were mounted on a precision table that moves the targ
laterally. The different targets were moved into the bea
every 1–4 min in a specified cycle. The empty target da
were used to subtract out the off-target scatters on a stat
cal basis.

The targets were placed in the nominally field-free regio
in front of the vertex magnet@called the CERN Vertex Mag-
net ~CVM!#. By having the muon scattering vertex in th
field-free region, the correlations between the errors on
constructed kinematics were greatly reduced, simplifying t
analysis of the data. The three target vessels were ident
and two contain liquid hydrogen~H2) and deuterium~D2)
respectively. The target positions and pressures were m
tored during the course of data taking. The length of t
active target material was nominally 1 m for the liquid tar-
gets. This is discussed in more detail in Sec. VIII B.

E. Muon spectrometer

1. Tracking detectors

The purpose of the forward spectrometer was to provi
the trigger for muon scattering events and to record the
formation necessary to reconstruct the scattered muon
the other final state particles. Charged particle measurem
were provided by proportional and drift chambers whic
formed part of a double-dipole, open-geometry spectrome
Photon detection and energy measurement were provided
an electromagnetic calorimeter, which also served to iden
electrons in conjunction with the spectrometer. Downstrea
of the spectrometer and a 3 m thick iron absorber which
stopped all particles but muons, there was a muon detec
The muon detector provided information for on-line muo
triggering and off-line muon reconstruction.

The relevant parts of the muon spectrometer for this stru
ture function analysis were the tracking and muon detecto
A plan view of the muon spectrometer is shown in Fig. 1,
which various detector elements are labeled. Immediat
downstream of the target assembly was placed a set of ve
drift chambers~VDC’s! inside the CERN Vertex Magnet
~CVM!. The VDC consisted of 72 planes of chambers wi
200 mm resolution. At the downstream end of the CVM,
set of six multiwire proportional chambers called PCV~2
mm wire spacing! were installed. The PCV-VDC combina
tion formed an anchor for track finding and served to i
crease the length of the lever arm upstream of the Chica
Cyclotron Magnet~CCM!, thus providing good resolution.
The VDC containY,Z,U, andV views. The PCV contained
two Y, two U, and twoV planes, with stereo angles618°
and645°.

The muon track-finding process hinged on the multiwi
proportional chambers and drift chambers placed on eit
side of and inside the aperture of the CCM. Twelve mul
wire proportional chambers~PC’s! were placed upstream of
the CCM. An additional 15 multiwire proportional chamber
~called PCF! were arranged in five groups~stations! of three
chambers each inside the CCM. The wire spacing in the
chambers was 3 mm and 2 mm, respectively. The PC cha
bers contained three planes in each of four viewsY,Z,U and
V with 628° stereo angles. Each PCF station contained o
Z, oneU, and oneV plane with615° stereo angles. Down-
stream of the CCM were two stations of drift chambers, l
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beled DCA~DC1-4! and DCB~DC5-8! for the upstream and
downstream sets respectively. These drift chambers are c
lectively referred to as the DC. Each DC station containe
two pairs ofZ chambers and a pair each ofU andV cham-
bers. The wire spacing was 5 cm, and the chambers in a p
were staggered by half a wire spacing to resolve left-rig
ambiguities. The stereo angles were65°. The spatial reso-
lution was about 300mm. Since drift chambers cannot oper
ate at high rate, they were deadened by construction in t
region where the beam passed. In this region a small mu
wire proportional chamber called a PSA was placed, near t
DCB. The PSA contained eight planes with 1 mm wire spa
ing, two in each of theY,Z,U, and V views. The stereo
angles are645°.

Tracks that spanned the length of the forward spectrom
eter were able to achieve a curvature resolution
d(p21);231025 GeV21. The resolution onxB j was about
5% at lowxB j , and the resolution onQ

2 was about 4%. The
CVM field strength was 1.5131 T with a transverse mome
tum kick of 1.293 GeV. The CCM provided a transvers
momentum kick of 2.019 GeV. The polarities of the two
magnets were reversed with respect to each other. The t
magnets were positioned such that the position of the sc
tered muon at a ‘‘focusing’’ plane was independent of mo
mentum and depended only on the scattering angle. T
muon detector was placed at the focusing plane, thereby
lowing the construction of muon triggers that can select o
scattering angle.

2. Muon identification detectors

The muon detectors were arranged in four sets or statio
behind a 3 mhadron absorber made of iron (; 18 interac-
tion lengths and; 170 radiation lengths!. The four stations
were separated by 1 m thick concrete absorbers that stoppe
shower particles from propagating from one station to a
other. Each station contained proportional tube planes~called
PTM’s! and large and small hodoscopes~called SPM’s and
SMS’s respectively!. The PTM’s and SMS’s were arranged
in Y andZ views, the PTM’s covering the wide angles and
the SMS’s covering the central dead regions in the PTM
where the rates were high. The SPM’s provided wide-ang
hodoscope coverage. All three detectors provided inform
tion for various muon triggers. Additional wide-aperture ho
doscopes~called SUM! were installed between the DCB drift
chambers and the electromagnetic calorimeter. They we
used in conjunction with the SPM hodoscopes to improve t
speed of the large-angle muon trigger signals. The PTM a
SMS information is also used for off-line muon tagging. Th
PTM and SMS detector elements had 1.27 cm and 1.32
widths, respectively. The SMS hodoscopes were covered
front by a lead sheet 12–13 mm thick, which served to a
sorb soft shower particles and reduce the SMS hit multipli
ity.

A hodoscope called SSA was installed upstream of th
hadron absorber and immediately downstream of the DC
drift chambers. It was a small hodoscope with good positio
resolution placed in the beam, to provide a veto signal for th
small-angle trigger~SAT!. The SVS was also another smal
hodoscope, placed in the beam region inside a hole bor
into the iron absorber at the downstream end. It provided
fast beam veto signal that was used to construct the ‘‘SVS
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3010 54M. R. ADAMS et al.
large angle trigger. It was placed as close to the iron
possible so that shower particles accompanying the muon
localized when they hit the hodoscope.

3. Electromagnetic calorimeter

The calorimeter was placed immediately upstream of t
hadron absorber. It was a lead-gas sampling calorimet
@22–24# consisting of 20 planes of;5 mm thick lead sheets
~one radiation length each! separated by Iarocci proportiona
tube planes. The wire spacing was 1 cm. Copper pads w
placed on both sides of the Iarocci planes, which picked
signals through capacitive coupling. Pads in the success
planes were placed to overlap each other to form ‘‘towers
and the signals from all pads in a tower were summed befo
readout. The pad size used was 4 cm3 4 cm in the inner 1
m 3 1 m region, 8 cm3 8 cm in the central 2 m3 2 m
region outside the inner region, and 16 cm3 16 cm in the
outer region.

The electromagnetic calorimeter was very useful in ide
tifying muon-electron elastic scatters and hard muon brem
strahlung, as the topology of electromagnetic energy flow
these events is quite distinct from that in ordinary inelast
scatters. During the investigation of various systematic e
fects, the calorimeter was used to tag such electromagne
events. These investigations will be discussed later.

F. Triggers

E665 operated with a number of triggers. These can
classified into three categories.

~1! Physics triggers looked for events in which the muo
interacts.

~2! Normalization triggers. These are also called rando
beam triggers. Every physics trigger included in its definitio
the requirement that a valid beam muon signal exist. T
beam signal by itself was also randomly sampled to create
random beam trigger. The count of these triggers is used
obtain the count of the total number of beams available to t
physics trigger and, hence, the luminosity. Some physi
triggers used the same beam definition while others we
different; a separate random beam trigger was created
each beam definition.

~3! Monitoring triggers provided data to study the detecto
performance.

The physics triggers can be classified into three subc
egories.

~a! Small-angle trigger~SAT!. This trigger only used veto
hodoscopes to indicate the absence of an unscattered mu
This trigger is discussed in more detail below. The structu
function measurement is performed with the SAT data, b
cause the SAT was able to trigger on smaller-angle scatt
than was possible with the large-angle triggers.

~b! Large-angle triggers~LAT !. These triggers used the
wide-angle muon detectors and the SUM hodoscope to in
cate a scattered muon, in conjunction with the absence o
signal in a fixed veto hodoscope placed at small angle. T
idea was to ensure that there was no signal in the be
region that was consistent with an unscattered muon and
the same time see a signal at large angles that was consis
with a scattered muon. The three large-angle triggers we
called the SVS, SVSWAM2, and CVT. They used differen
combinations of veto elements and wide-angle detectors.
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description of the LAT’s is provided in@19#. The data from
the LAT’s are not used directly in the structure function
measurement, but they are used to study an aspect of
small-angle trigger efficiency.

~c! Calorimeter trigger~CAL! used signals from the elec-
tromagnetic calorimeter to select muon interaction events.
did not incorporate a muon veto detector behind the hadr
absorber. In fact, the trigger included no veto at all and n
information from any muon detector behind the absorbe
Because of this feature, the calorimeter trigger provided t
data to measure the rate of self-vetoes induced in all t
muon triggers by the muon showering in the absorber.

Each category used a different beam definition for reaso
specific to each type of trigger. Three random beam trigge
~called RLAT, RSAT, and RCAL, respectively! were con-
structed in association with the corresponding sets of phys
triggers.

The SAT is described in@21#. A schematic of the SAT
construction is shown in Fig. 2. The SAT was a pure ve
trigger that sensed the absence of the unscattered muon
coincidence with an incoming beam muon. The beam mu
was defined by the appropriate coincidence~i.e., roads! of
hits in the beam hodoscopes. These signals were provided
a fast preprogrammed memory module which predicted t
position of the unscattered muon at the muon detecto
downstream of the forward spectrometer. At this positio
additional hodoscopes were located. If these hodoscopes
naled hits in the predicted muon position, then no scatter w
expected and the event was vetoed. On the other hand,
beam signal and the absence of the corresponding uns
tered muon signal indicated a scatter and the trigger fired

The special feature of this construction was that the ve
window for any detected beam muon moved according to t
position and slope of the incoming muon. This allowed th
veto window to be smaller than the beam profile, permittin
the detection of interactions where the scattered muon
mained within the beam phase space. This means that
trigger could fire on small-angle scatters~down to ; 1
mrad.!.

The first two stations of the SMS hodoscopes place
downstream of the hadron absorber were used to produce
veto signal. It was recognized that this arrangement produc
a large number of fake triggers due to scatters in the a
sorber.

To alleviate this problem, a small hodoscope~called SSA!
was placed upstream of the absorber and its signal was
corporated into the veto. The muon position at this hod
scope was of course not affected by any subsequent sca

FIG. 2. Schematic diagram of the SAT.
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While this solved the problem of fake triggers due to a
sorber scatters, it made the trigger sensitive to vetoes cau
by other particles produced in an inelastic muon interactio

A monitoring trigger called the SATPS was constructed
be the same as the SAT except that the SSA veto was
included. This allowed the SSA veto to be studied. This tri
ger was prescaled by a factor of 32 due to the large fa
trigger rate.

Individual scintillation counters in the SSA hodoscop
were 1.10 cm wide. The SSA hodoscope was placed 25
downstream of the target, while the two SMS hodoscop
used in the SAT were placed 30.7 m and 32.3 m downstre
of the target, respectively.

G. Spill local rate monitor

The spill local rate monitor recorded the beam muon o
cupancy of a number of contiguous buckets in the vicinity
the trigger time. This record was read out with every eve
The beam muon signal was constructed by taking the sev
fold coincidence of the SBT hodoscope signals from t
beam spectrometer. The local rate monitor had a large cir
lating memory into which it wrote the presence or absence
the muon signal at the rf edge. Following the occurrence o
trigger, the local rate monitor continued to record for a pres
number of buckets and stopped. The data acquisition sys
read out a preset number of words from the memory sta
Consequently, the occupancy of every bucket starting ab
2.4 ms before the trigger and ending about 50ms after the
trigger was recorded.

III. STRUCTURE FUNCTION ANALYSIS

The structure functionF2 is related to the single-photon-
exchange cross section as shown in Eq.~1.1!. The relation
between the single-photon-exchange cross section and
total ~radiative! muon cross section is given in Eq.~3.2!. The
number of muon scattering events observed in a bin of m
sured kinematics, in the absence of background, is relate
the total muon cross sections tot in the following manner:

Nobs
data5E

j18
W

j28
W
dj8W E djWL~jW !A~j8W ,jW !s tot~jW !, ~3.1!

whereA is the kernel describing the acceptance and reso
tion of the detector andL is the luminosity.jW is the vector of
true kinematic variables andjW8 is the vector of observed
variables. The relation between the single-photon-excha
cross section and the total~radiative! muon cross section is

s tot~j9W !5E djWR~j9W ,jW !s1g~jW !, ~3.2!

whereR is the kernel of radiative corrections. Therefore, th
fully expanded relation between the number of observ
events in a bin and the single-photon-exchange cross sec
is

Nobs
data5E

j18
W

j28
W
dj8W E djWL~jW !K~j8W ,jW !s1g~jW !. ~3.3!
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jW are the variables describing the kinematics of the muo
nucleon interaction. In the measurement of inclusive muo
scattering, the events are binned in the kinematics which a
determined from the measured four-momenta of the incom

ing and the scattered muon, denoted byj8W . j18W andj28W denote,
respectively, the lower and upper edges of the bin. The in
grand contains the single-photon-exchange cross sect
s1g , the luminosityL, and the overall response kernelK.
The complete set of variables includes the following.

~1! The five parameters associated with the beam who
distribution is described byL. These are the transverse po
sitions, the direction of motion~slopes!, and the energy. We
integrate over the beam distribution when the observ
events are binned in the scattering kinematics.

~2! The longitudinal position of the scattering point. Sinc
the muon beam suffers negligible attenuation in the targ
the true distribution of this variable is uniform in the target
We integrate over the longitudinal position of the scatter.

~3! The variables describing the muon scatter, which w
have chosen asx andQ2, and the azimuthal anglef of the
scatter. Thef distribution is expected to be uniform for an
unpolarized target; hence, we integrate over it. The observ
events are binned in two-dimensionalx andQ2 bins.

~4! All the variables needed to describe the final sta
produced in the muon-nucleon scatter~excluding the scat-
tered muon!. In this inclusive measurement, we integrat
over all the final states.

The process by which a hypothetical ‘‘single-photon
exchange’’ event appears as a scattered muon in the dete
is indicated by the flow chart in Fig. 3.

The response kernelK~j8W,jW! gives the probability distri-
bution of a single photon event with kinematicsjW appearing
in the detector with kinematicsj8W . It contains contributions
from processes that change the probability of the muon sc
ter to occur or be detected and processes that cause the m
sured muon vertex kinematics to be different from those
the exchanged virtual photon. These processes can be e
merated as follows.

FIG. 3. A flow chart indicating the connection between th
structure functions and the measured muon distributions.
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3012 54M. R. ADAMS et al.
~1! Radiative corrections to the single-photon-exchan
Born diagram. These processes change both the cross se
and the kinematics.

~2! Multiple scattering and energy loss of the muons
the detector, before and after the hard scatter of intere
These processes change the apparent kinematics of the e

~3! Efficiency of triggering on a scattered muon even
Triggering inefficiency reduces the measured rate and res
in a reduction in the observed cross section.

~4! Efficiency of reconstructing the scattered muon traje
tory. The efficiency of reconstructing incoming beam muo
is subsumed into the measurement of the usable luminos
Reconstruction inefficiency for the scattered muon reduc
the measured rate because the kinematics of the event ca
be determined unless both the incoming and outgoing mu
have been measured.

~5! Smearing in the muon kinematics due to the fini
spatial resolution of the tracking chambers.

~6! Systematic errors in the measured muon kinemat
due to miscalibration of the detector.

When all these processes are understood, the respo
kernelK can be constructed. As discussed in the followin
sections, these processes are studied and incorporated in
Monte Carlo model of muon scattering and the detector. T
simulated and reconstructed events are then subjected to
same exercise of counting muon scatters in a bin of rec
structed kinematics. Thus, we countNobs

MC ~where MC de-
notes Monte Carlo data! analogous to Eq.~3.3!. We also
count the number of generated events in a bin; thus,

Ngen
MC5E

j18
W

j28
W
dj8W E djWL~jW !s tot~jW !. ~3.4!

The ratioe5Nobs
MC/Ngen

MC is computed in each bin. The produc

Nobs
data

Ngen
MC

Nobs
MC5

Nobs
data

e
~3.5!

would be the estimate forNtrue
data, the true number of data

events occurring in the bin. In order to extract the total cro
sections tot in the bin, we must also correct for the bin widt
and the luminosity. The bin widthD, the integrated luminos-
ity L, and an overall correction factor for the data,vs , are
computed as

D5E
j18
W

j28
W
dj8W ,

L5E djWL~jW !,

vs5e3L3D ~3.6!

Nobs
data can be corrected in each bin by weighting each da

event by 1/vs . This gives us the total muon cross sectio
s tot(jW ) in the bin; thus,

s tot5(
i51

N
1

vs
, ~3.7!
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whereN5Nobs
data

To extract the structure functionF2, we must correct
s tot for radiative effects and then extractF2 from the result-
ing s1g using Eq.~1.1!. The radiative kernelR can be col-
lapsed into a radiative correction factorK, by using Eq.~3.2!
making the definition

s tot~j9W !5E djWR~j9W ,jW !s1g~jW ![K~j9W !s1g~j9W !.

~3.8!

The calculation ofK is done by the computer program
FERRAD35 @30#, which was kindly provided to us by the
NMC. Also, a kinematic factorl is defined as

l54paem
2 F12y2

Mxy

2E
1
y2~114M2x2/Q2!

2@11R~x,Q2!# G . ~3.9!

Defining

vF25vs3K3l, ~3.10!

wherevs is defined in Eq.~3.6!, F2 is extracted by weighing
each data event by 1/vF2 as follows:

F25(
i51

N
1

vF2
. ~3.11!

So far we have neglected the possibility that there ar
background events occurring in the data which should not b
included in the measurement. Muon scatters originating from
material outside the target constitute such background
Therefore,

Nobs
data5Ntarget1Nout of target. ~3.12!

Consequently,F2 extracted by Eq.~3.11! actually contains
two contributions:

F2
full target5 (

i51

Ntarget 1

vF2
1 (

i51

Nout of target 1

vF2
. ~3.13!

We are interested only in the first component produced b
the in-target scatters. The second component is measured
taking data on an identical target vessel which is empty. Th
structure function measured from the empty target is

F2
empty target5 (

i51

Nout of target 1

vF2
. ~3.14!

The number of beam muons to which the empty target i
exposed is used to normalize the empty target measureme
Since all the running conditions are the same for the ful
target and the empty target data, the contribution to
F2
full target coming from the out-of-target scatters is statisti-

cally equal toF2
empty target. This allows us to statistically sub-

tract the background as follows:

F2
target5F2

full target2F2
empty target. ~3.15!
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A. E665 Monte Carlo simulation

We note from the discussion in the previous section th
the corrections applied to the data involve integrations ov
kernels and underlying distributions. In order to make t
corrections properly, we must have the right simulation
the three components of the integrand in Eq.~3.3!. These are
the beam phase space distributionsL, the cross section and
the final state distributionss1g , and the detector simulation
which contains the kernelK. These three components ar
incorporated in a Monte Carlo model of the experiment.

Reconstructed random beam triggers are used to prod
files containing the five parameters~the momentum, the
transverseY andZ positions, andY andZ slopes, at a fixed
longitudinalX position! needed to specify beam tracks. Eac
file typically contains a list of parameters describing approx
mately 10 000 beam tracks. Separate files are created
different periods of the run in order to track any changes
the phase space occupied by the beam@26#. Therefore the
beam phase space is introduced in the Monte Carlo calc
tion on an event-by-event basis as it is in the data, not b
simulation.

The event generation begins with the generation of
beam track whose parameters have been read in from a b
file. The beam is tracked from the beam spectrometer i
the target by theGEANT 3.15 program@27#. The longitudinal
position of the scattering vertex is picked within the targ
according to a flat distribution. The azimuthal angle of th
scatter is also picked according to a flat distribution. T
kinematics of the scatter are generated following the to
cross section. The inelastic structure functions are co
structed from various parametrizations of data and a mo
due to Donnachie and Landshoff@28#. Parametrizations of
the proton elastic form factors due to Gari and Kruempe
mann@29# are used for the calculation of the radiative co
rections. For calculating the radiative corrections for deu
rium, the nuclear form factor due to Locher and Svarc@30#
~using 1990 fit solution 1, including meson exchanges!, and
the quasielastic suppression factor due to Bernabeu@31# is
used. The electromagnetic radiative effects are simulated
the Monte Carlo using theGAMRAD program,@32# which is
based on the calculation of Mo and Tsai@33,34#.

The LUND programsLEPTO 5.2 andJETSET6.3 @35# are
used to generate all the particles in the hadronic final sta
The GRV HO @36# set of parton distributions are used t
calculate the relative cross sections for the quark, qua
antiquark, and quark-gluon events, because they are spec
down toQ2 of 0.3 GeV2. The parton distributions are no
used for the calculation of the total muon-nucleon cross s
tion. TheGAMRAD program generates photons that are rad
ated by the muon.

The scattered muon, radiative photons, and all the h
ronic final state particles are tracked through the detector
theGEANT program. The detector simulation specifies all th
materials present and their locations. This information
used byGEANT to calculate the multiple scattering, energ
loss, and reinteractions of all the primary particles as well
any generated secondaries and decay products. The foll
ing physics processes are simulated byGEANT in the E665
Monte Carlo model: Deflection of charged particle traject
ries in a magnetic field; multiple scattering using the Gaus
ian approximation; particle decay; energy loss as partic
at
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traverse material; Compton scattering;e1e2 pair production;
bremsstrahlung;d-ray production;e1e2 annihilation; had-
ronic interactions~simulated using theGHEISHA program
@35#!.

GEANT tracks each particle~photons, electrons, muons,
and charged and neutral hadrons! until the energy of the
particle falls below 500 MeV, for particles upstream of the
electromagnetic calorimeter. Muons are tracked through th
calorimeter and hadron absorber using the Gaussian appro
mation for multiple scattering~instead ofGEANT in order to
reduce computing time!. In addition, the catastrophic inter-
actions of the scattered muon in the calorimeter and the ha
ron absorber are simulated by using special parametrizatio
derived from our data~described in Sec. V A 4!.

The second stage Monte Carlo simulationMC2 @37# simu-
lates hits made by charged particles in the hodoscopes a
the proportional and drift chambers. The measured resol
tions of the chambers are used to smear the hits. The dr
chamber simulation includes the inefficiencies induced b
the presence of multiple hits. The position and time depen
dence of the chamber efficiencies are measured from the da
and incorporated into theMC2 program.

B. Input structure functions

For the Monte Carlo generation and the initial calculation
of the radiative corrections, we use a parametrization of th
structure function obtained from existing data. We use pub
lished parametrizations of SLAC and DESY electroproduc
tion data and Daresbury photoproduction data, as well a
NMC and BCDMS muoproduction data@38–40#. In the ki-
nematic domain of highW and lowQ2, the structure func-
tions have not been previously measured. In this regime w
use the model of Donnachie and Landshoff@28#, which the
authors have constrained to match the photoproduction da
and the NMC data.

The BCDMS and NMC analyses ofF2 were performed
using the radiative corrections formulated by Akhundov
Bardin, and Shumeiko@11,12#. The SLAC analyses were
performed using the radiative corrections formulated by Mo
Tsai @33#. The analysis presented here uses the Mo-Tsai fo
mulation, includingt and quark loops in the vacuum polar-
ization diagrams, and the electroweakg-Z interference
effects. The results obtained using these schemes have b
compared@41,42# and they are in agreement over most of the
kinematic range. The maximum difference between the ca
culations, which occurs at lowx and highy, is less than 2%
of F2.

The single-photon-exchange cross section is weakly d
pendent onR. BCDMS used the theoretical form ofR moti-
vated by QCD, which is probably valid in theQ2 range of
the BCDMS measurement (Q2.10 GeV2). The E665 and
NMC analyses both use the parametrization ofR obtained
from a global analysis of SLAC data@43#. This parametriza-
tion includes QCD-motivated terms as well as terms moti
vated by higher twist effects, since the SLAC, E665, an
NMC data extend to low values ofQ2 (Q2.0.3 GeV2).
Prior SLAC measurements ofF2 have often used fixed val-
ues ofR, such asR50.18. This value is consistent with the
value of the SLAC parametrization~henceforth referred to as
RSLAC) at the typical value ofQ

2 for the SLAC data. Finally,
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3014 54M. R. ADAMS et al.
sinceR50 forQ250, the real photoproduction cross sectio
can be related simply toF2 as follows:

lim
Q2→0

F2

Q2 5
sgN~n!

4p2aem
. ~3.16!

Thus, there has been a fairly self-consistent treatment
leptoproduction and photoproduction cross sections to
tractF2. TheseF2 parametrizations can therefore be used
initial input for the calculation of corrections in this analysis

IV. MUON RECONSTRUCTION EFFICIENCY

A. Detector and algorithm

One of the important corrections that one needs to ma
in the extraction of structure functions is the loss of muo
due to reconstruction inefficiency. Briefly, to discove
whether a muon-nucleon scatter occurred, we have to rec
struct the trajectories of the beam muon and of the scatte
muon to enable the event kinematics to be calculated. So
of the scattered muon events cannot be used in the meas
ment because the muon tracks have not been properly id
tified. We have to understand this loss and correct for it.

The event reconstruction begins with the identification
hit lists that are produced by the beam tracks, the mu
spectrometer tracks, and the muon identification detec
segments. This step is called pattern recognition.

Each hit list in the beam and forward spectrometers
then fitted with a quintic spline model of the track trajector
taking into account multiple Coulomb scattering. Knowledg
of the magnetic fields is then used to find the track para
eters. This step is called track fitting.

The next step, muon match, attempts to use the segm
behind the absorber to identify one or more spectrome
tracks as muons.

The final step is the vertex-finding program. It identifie
one of the spectrometer muon tracks as the scattered m
and attempts to find the intersection point of the beam a
the scattered muon tracks. This vertex is used as the prim
interaction vertex. Other tracks are then attached to the
mary vertex if they are consistent with the hypothesis th
they originate from the primary vertex. The vertex position
refitted iteratively with all such tracks contributing to the fit1

Finally, the beam and scattered muon track parameters at
vertex are used to calculate the event kinematics.

Understanding the performance of the pattern recognit
program is very important in the determination of the overa
reconstruction efficiency. If the pattern of chamber and h
doscope hits produced by a track cannot be seen, then
can go no further in the process of track reconstruction. T
pattern recognition algorithm tries to find tracks in a numb
of different ways. Each method uses a set of software co
called processors. In the first method, it looks for straig
line segments in the PC chambers upstream of the CCM
the DC chambers downstream of the CCM. The upstre
~PC! and downstream~DC! segments are associated wit

1However, the fitted vertex position is not used to constrain t
tracks. This avoids correlated biases in the final parameters repo
for different tracks.
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each other using PCF hits inside the CCM magnet to con
strain the match.

In the second method, tracks are recognized using on
the upstream PC and PCF chambers inside the CCM. The
tracks are then projected downstream into the DC or th
small-aperture PSA chamber to pick up hits. In fact this i
the only method that is used to pick up the PSA contributio
to the track. The PC-PCF tracks needed for this can be foun
in two ways: PC segments can be projected forward into th
PCF’s, and PCF segments can be projected backwards in
the PC’s. Both ways are attempted and the ambiguities a
resolved at a later stage in the pattern recognition algorithm

Even if no downstream contribution is obtained from the
DC or PSA, the PC-PCF track is declared ‘‘valid’’ since the
curvature can be measured with the PCF’s alone. The m
mentum resolution on such tracks is rather poor. Therefor
in this analysis, a downstream contribution is required in
order to ensure good resolution: The loss in efficiency due t
this requirement is studied using the PC-PCF tracks.

Later, the tracks are projected back from the PC into th
PCV to pick up PCV hits. This increases the length of the
upstream lever arm of the track and improves the resolutio
significantly.

Finally, the forward spectrometer tracks are linked to th
vertex spectrometer tracks found by the VDC’s. First, the
forward spectrometer tracks are projected back into th
VDC’s to pick up hits directly. Then, the VDC algorithm
reconstructs tracks independently using the remaining hit
These tracks are extrapolated into the forward spectromet
again to attach any remaining hits.

This technique of pattern recognition builds in certain re
dundancies. This enables us to perform many cross-chec
on detector efficiencies and finely tune the Monte Carlo
simulation to the data.

B. Pattern recognition efficiency

Efficiency loss at the stage of pattern recognition can re
sult from two effects: chamber inefficiencies or inefficiencies
of the pattern recognition algorithm. The general approach
to simulate chamber efficiencies in a Monte Carlo program
the output of which is in the same format as real data. Th
Monte Carlo simulation output is reconstructed in the sam
way as data. Then, after verification of the simulation in
many different ways, the Monte Carlo simulation can be
used to calculate the pattern recognition efficiency as a fun
tion of true muon kinematics.

1. Uncorrelated chamber efficiencies

We will first discuss the measurement of individual cham
ber efficiencies and then address the issue of correlat
chamber inefficiencies. We can enumerate the following is
sues concerning the simulation of efficiencies of individua
chambers: geometrical aperture; regions deadened by co
struction, due to spacers, support wires or due to high-flu
regions; dead regions due to bad electronics; dead regio
due to radiation damage; time dependence of overall effi
ciency due to high voltage or gas composition variations
radiation damage and electronics variations.

A fairly elaborate chamber simulation program has bee
developed that allows all of these effects to be modeled. I
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order to test the chamber models, many detailed compari
between the data and the Monte Carlo simulation are m
The entire data run is split into nine run periods, and e
run period is sampled uniformly to produce a data set t
can be used to study the chambers.

2. Correlated chamber inefficiencies

Per-event correlations in chamber efficiencies can a
due to dead time in the readout electronics at high ra
readout errors, hit loss due to overlapping tracks, and eff
of the tracking algorithm.

A quantity sensitive to correlated effects is the number
hits from a given detector group that contribute to a tra
This tests for correlations within a detector group. Figure
shows the comparison between the data and the Monte C
simulation of the probability distribution of the number
hits from each chamber group. We find that there is go
agreement for all detectors except the drift chambers, wh
the Monte Carlo simulation shows slightly fewer drift cham
ber hits than the data.

Another quantity sensitive to correlations is the probab
ity that a detector group as a whole contributes to a tra
The detector groups mentioned earlier are PCV, PC, PCF
DCA, DCB, and PSA. The PC chambers are required
forward spectrometer tracks; however, none of the others
absolutely essential for the track to exist. Detailed plots
provided in @44–47#. We conclude that there is sufficien
redundancy in the upstream chambers~PCV and VDC! that
the probability of having a long upstream lever arm is 100
Individual PCF stations contribute to the track with ef
ciency above 98%, where the efficiency is defined as

FIG. 4. Probability distribution of the number of detector hits
a track, for the data and the Monte Carlo simulation. The sam
consists of scattered muons and hadrons in inelastic scatters.
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contribution of at least two out of three expected hits at
station. This is the efficiency outside the beam regions an
the location of the support wires, which also happen to be i
the central region.

The section of the spectrometer downstream of the CCM
magnet, consisting of the upstream and downstream~DCA
and DCB, respectively! drift chamber stations and the PSA
chamber, suffers from lack of acceptance in the overlap re
gion of the PSA-DC. This is because the drift chambers hav
developed enlarged central dead regions, probably due
radiation damage, that are not covered by the PSA. Outsid
of the dead regions, the overall efficiency of the DCA-DCB-
PSA combination is about 90%. This is discussed in mor
detail in Sec. IV D 3.

C. Muon identification efficiency

The probability that muon tracks in the forward spectrom
eter are matched to segments in the muon detectors is me
sured to be about~96.561!%, using noninteracting beam and
halo muons. The inefficiency of~3.561!% in muon tagging
can be due either to~i! inefficiency in reconstructing seg-
ments in the muon detectors or~ii ! inefficiency in the criteria
for matching valid forward spectrometer muon tracks to
muon segments behind the hadron absorber. These probab
ties can be disentangled by obtaining a sample of tru
muons, requiring a reconstructed forward spectrometer tra
and the associated segments behind the absorber, and stu
ing the match criteria~see Sec. 5.3 of@48#!. These studies
show that a matching inefficiency of 2%~efficiency of 98%!
can be expected independent of momentum. Thus there a
no significant inefficiencies in the muon detectors.

D. Global efficiencies

We perform some additional checks on the muon recon
struction efficiency between the data and the Monte Carl
simulation.

1. Checks using noninteracting beams

The noninteracting beams can be reconstructed by th
beam spectrometer independently of the forward spectrom
eter, and the efficiency of finding the track in the forward
spectrometer can be measured.

Figure 5 shows the probability distribution of the number
of hits from the various detectors contributing to the forward
spectrometer track, in the beam region. The Monte Carl
simulation gives good agreement with the data. Figure
shows the dependence of the muon-finding efficiency on th
time to the nearest beam muon, as measured by the sp
local rate monitor~such multiple beams are not modeled in
the Monte Carlo simulation!. Negative numbers indicate
buckets preceding the trigger muon and positive numbe
indicate buckets following the trigger muon. We notice a
sharp drop in efficiency when there is a beam muon in th
preceding ten buckets or in the following five buckets. Sinc
each rf bucket is approximately 19 ns, this corresponds
200 ns and 100 ns, respectively. This corresponds to th
amplifier dead times which cause an inefficiency in detectin
the signal from the wire. A loss induced by a muon follow-
ing the trigger muon is consistent with the hypothesis tha
such a muon could pass closer to the wire and induce
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3016 54M. R. ADAMS et al.
signal first. Since the PC and PCF chambers have 3 mm
2 mm wire spacing, respectively, and the charge drift ti
close to the wires is about 50 ns/mm, the time scale for
source of efficiency loss is consistent with the hypothe
We use the spill local rate monitor to eliminate from t
structure function analysis all events in which there is
beam muon in the preceding ten buckets or the succee
five buckets.

As additional confirmation of efficiency loss due to i
stantaneous rate, we look at events with two beams com
through the detector in the same bucket. We find an ine
ciency of ;60% in reconstructing both muons~see Sec.
5.4.1 of @48#!, which is consistent with our expectation of
large efficiency loss in such cases.

To summarize the results of the checks using the no
teracting beams, we conclude that the entire efficiency

FIG. 5. Probability distribution of the number of detector hits
a track, for the data and the Monte Carlo simulation. The sam
consists of noninteracting beams.

FIG. 6. Forward spectrometer muon finding efficiency for da
The efficiency is shown as a function of the nearest occupied bu
in time. The time interval per bucket is 18.8 ns. There are no ‘‘o
of-time’’ beams in the Monte Carlo simulation.
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in reconstructing these tracks in the forward spectromete
due to correlated effects. The inefficiency is about 9% befo
making any requirements, and can be decomposed into th
components. The first component of this inefficiency, whic
is about 5%, is caused by out-of-time muons arriving with
100–200 ns of the in-time muon which we are interested
reconstructing. This inefficiency is probably caused by t
induced dead time in the chamber electronics, and is elim
nated by removing such beam muons using the spill loc
rate monitor information. The remaining 4% inefficiency i
explained as follows. The second component of the ine
ciency, which in size is about 2%, is due to a longer-live
effect induced by the intensity. We expect this to be th
space charge accumulated in the beam region of the ch
bers, causing a reduction in the gas amplification factor a
hence an inefficiency. The positive ions causing the spa
charge effect typically require hundreds of microseconds
be cleared. Finally, the third component of the inefficienc
another 2% effect, is produced in the muon-match proced
due to the large-angle scatters in the steel absorber. Th
‘‘kinks’’ prevent the link between the forward spectromete
track and the muon segments behind the absorber.

We suspect that the intensity-induced losses will be co
fined to the beam region of the chambers; hence, we will n
use their measurements to apply overall corrections to all
data. Rather, the purpose of this study is to understand w
not every noninteracting beam is reconstructed. Since
entire inefficiency is accounted for, we expect no unforse
efficiency losses that will affect the data. The one remaini
issue, which is the dependence of the muon reconstruct
efficiency on the final state multiplicity, is discussed in th
following section.

2. Multiplicity dependence of reconstruction efficiency

While the checks with the noninteracting beams give co
fidence that the global forward spectrometer muon-findi
efficiency can be understood, there is an aspect that can
be addressed by this monitoring sample. This is the mu
plicity dependence of the muon reconstruction efficienc
Typically, one expects the event-related multiplicity of hit
to be a source of confusion and inefficiency in the patte
recognition process.

Figure 7 shows theQ2 dependence of the average charge
multiplicity in bins ofW, for the events with reconstructed
muons. The multiplicity is defined as the total number
tracks with defined momentum found in the event, excludi
the beam and the scattered muon tracks. The data show
there is little variation of the average multiplicity withQ2,
for fixed W. This trend is reproduced by the Monte Carl
simulation over a substantial range ofQ2 andW.

We notice that the average multiplicity in the data is sy
tematically higher than in the Monte Carlo simulation. W
use the property that multiplicity is nearly independent
Q2, to combine allQ2 bins, and study theW dependence of
the multiplicity alone. This dependence is compared betwe
the data and the Monte Carlo simulation in Fig. 8 Measur
ments~@49# and references therein! have shown that in lepton
scattering the multiplicity depends logarithmically on th
hadronic center-of-mass energy. This behavior has also b
motivated by fragmentation models such as the Feynm
Field model@50# and theLUND string model@35#. The linear
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dependence on log10W is confirmed by the plots in Fig. 8.
The Monte Carlo simulation reproduces the trend very we
We find that the average multiplicity in the data is higher b
8% than in the Monte Carlo, for anyW. In order to tune the

FIG. 7. Average charged multiplicity vs log10Q
2 in W bins, for

the data and the Monte Carlo simulation~without acceptance cor-
rections!. Hadronic scatters, selected by using the calorimeter
removeme events, are used. Only SATPS and SVS triggers a
included.

FIG. 8. Average charged multiplicity vs log10Q
2 in W bins, for

the data and the Monte Carlo simulation. Hadronic scatters selec
using the calorimeter are used. Only SATPS and SVS triggers
included. The average multiplicity in the data is higher by 8% th
in the Monte Carlo simulation, for anyW. The Monte Carlo simu-
lation is tuned by scaling multiplicity by 1.08.
ll.
y

Monte Carlo simulation to match the data, we multiply t
found multiplicity in a simulated event by 1.08. The tune
Monte Carlo simulation agrees well with the data, as sho
in Figs. 8 and 9.

We identify inelastic muon scattering events by using
special version of the vertex algorithm, which finds the v
tex between the beam track and any forward spectrom
track, regardless of the reconstruction of the scattered m
track. By selecting events with a vertex between the be
track and at least one negative forward spectrometer tr
we obtain a sample of events which is almost independen
the reconstruction of the scattered muon~which is positively
charged!. We require the vertex to be in the target and elim
nate elasticme scatters by using the information from th
calorimeter.

Using the Monte Carlo simulation, we confirm that th
sample obtained in this way consists almost entirely
muon-nucleon scatters~see Sec. 5.4.2 and Fig. 5.14 of@48#!.
Using this sample, we ask how often a beam muon-scatte
muon vertex is reconstructed in an event of a given mu
plicity. The multiplicity dependence of the muon reconstru
tion efficiency is measured for the different triggers on d
and on the Monte Carlo. Each of the dependences is fi
with a second order polynomial in the multiplicitym, of the
form

«~m,ū !5A01A1m1A2m
2, ~4.1!

where ū is the representative scattering angle for a giv
trigger sample. The results are shown in Fig. 10. The e

to
re

ted
are
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FIG. 9. Normalized multiplicity distributions inW bins, for the
data and Monte Carlo simulation. Each distribution has been n
malized to integrate to unity. Hadronic scatters selected using
calorimeter are used. Only SATPS and SVS triggers are includ
The multiplicity in the Monte Carlo simulation has been multiplie
by 1.08, giving a good match with the data.
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3018 54M. R. ADAMS et al.
ciencies approach unity for null multiplicity for the CAL,
SATPS, SAT, and SVS triggers which were studied. This
just what we would expect based on the studies with t
noninteracting beams. Apart from a 2% loss due to muo
matching inefficiency in the data, the scattered muons
always found in the absence of additional multiplicity. Th
inefficiencies caused by the intensity-related effects in t
beam region do not affect the muons scattering through
angle of at least 1 mrad.

As the multiplicity increases, we find a significant redu
tion in muon-finding efficiency due to increasing event com
plexity. In E665, it is conceivable that this effect is enhanc
due to the reversed-polarity, double-dipole magnet geome
This magnetic field configuration refocuses the hadron trac
towards the central region of the spectrometer, thereby
creasing the local density of tracks. We find that the Mon
Carlo simulation is able to reproduce the bulk of this ineffi
ciency. The comparisons show that the difference betwe
the data measurement and the Monte Carlo predictions
typically 5%. The difference is larger for high multiplicities
in the large-angle SVS trigger.

We can detect the variation of the multiplicity dependen
of the efficiency with the muon scattering angle by compa
ing the CAL, SATPS, and SVS trigger samples. The typic
values ofQ2 and scattering angle for the CAL and SVS
triggers span the range of the same quantities for the S
trigger. The mean scattering angles for CAL and SAT a
about 1 mrad and 2.5 mrad, respectively, while the same
the SVS is about 8 mrad. We find that CAL and SAT me
surements differ by at most a few percent, while the SVS a
SAT measurements differ by less than 10%. We use a lin
interpolation in scattering angle between the CAL and SV
efficiency parametrizations as an approximation for t
uscat dependence.

FIG. 10. Charged multiplicity dependence of the muon reco
struction efficiency measured from the data, compared with the c
responding Monte Carlo prediction. SAT and SVS trigger samp
are shown here. The curves are the second order polynomial
described in the text.
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We use these measurements to correct the Monte Ca
simulation for the residual differences between its pred
tions and the data measurements. For a given Monte Ca
event, we use the reconstructed multiplicity and the scatt
ing angle to evaluate the reconstruction efficiency using t
Monte Carlo parametrizations discussed above. This is
efficiency with which the Monte Carlo event would be re
constructed on average. The same event in the real d
would have a slightly different efficiency, as our measur
ments show. To evaluate the corresponding efficiency fo
similar data event, we first scale the multiplicity in the Mont
Carlo event by 1.08, as discussed in the preceding sect
This makes the multiplicity in the Monte Carlo match th
data. Then we use the scaled multiplicity and the scatter
angle to evaluate the reconstruction efficiency using the d
parametrizations shown above. This gives the reconstruct
efficiency, on average, that the Monte Carlo event wou
have if it had occurred in the real data.

We have seen that the reconstruction efficiency in t
Monte Carlo is always higher than in the data. Using th
evaluated data and Monte Carlo efficiencies, a given Mon
Carlo event is randomly declared unreconstructed with t
appropriate probability. This gives us a Monte Carlo samp
that incorporates the correct muon reconstruction efficien

As a test of the tuned Monte Carlo simulation in thi
respect, the multiplicity dependence of the reconstruction
ficiency is extracted from the ‘‘corrected’’ Monte Carlo an
compared with the data again in Figs. 11 and 12. There
now fair agreement between the data and the final Mon
Carlo simulation.

3. Downstream chamber efficiency

Up to this point we have dealt with the efficiency of find
ing the muon track and fitting it to the beam track in order

n-
or-
les
fits

FIG. 11. Charged multiplicity dependence of the muon reco
struction efficiency measured from the data, compared with the p
diction of the final tuned Monte Carlo. CAL and SATPS trigge
samples are shown here.
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obtain the muon-muon vertex. In the structure functi
analysis we also require high resolution. This implies t
one wants muon tracks with long arm lengths on either s
of the main momentum analyzing magnet CCM. As me
tioned before, the upstream arm length is always long
cause the PCV’s contribute to the track about 98% of
time, and the combined PCV-VDC contribution is 100% e
ficient. But the efficiency of the downstream chamber co
bination DCA-DCB-PSA is not so high, and so it must
studied carefully.

The track-finding program is able to find forward spe
trometer tracks using the PC-PCF chambers alone. Th
tracks can be projected to the drift chambers and the P
with an accuracy of a few millimeters. We use these track
study the position dependence of the downstream cham
efficiencies. For the scattered muon, such tracks have a
resolution on the energy lossn of 30–40 GeV; hence, we do
not use such tracks in the final structure function analysi

Figure 13 shows the two-dimensional position dep
dence of the efficiency for DCA, DCB, or PSA to contribu
to a PC-PCF muon track, as measured from the data.
efficiency is shown as a function of the extrapolated posit
of the track at DCB. The minimum and maximum is set
0.8 and 1.0, respectively, and the size of the boxes is pro
tional to the level of the efficiency above 0.8. The sm
circular chamber at the center is the PSA, with the d
chambers covering the wider aperture. We notice that o
most of the area of the drift chambers and the PSA,
efficiencies are high and fairly independent of position. B
tween the left and right halves of theZ view drift chambers,
there are vertical septa that cause reductions in the ov
efficiency. We also note an oval-shaped region at the ce
of the drift chambers where there is a large efficiency lo
This is due to the fact that all the drift chambers are radiat

FIG. 12. Charged multiplicity dependence of the muon rec
struction efficiency measured from the data, compared with the
diction of the final tuned Monte Carlo simulation. SAT and SV
trigger samples are shown here.
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damaged in this region, as mentioned earlier in this sectio
All these effects have been incorporated into the Mon

Carlo simulation. Figure 13 also shows the DC-PSA ef
ciency measured from the Monte Carlo simulation output t
same way as it was measured from the data. Qualitative
the Monte Carlo simulation agrees with the data. The vario
geometrical effects, apertures, and the drift chamber de
regions are reproduced reasonably well by the simulatio
One-dimensional projections of the efficiency outside th
dead regions are shown in Figs. 14 and 15 for the data a
the Monte Carlo simulation, respectively.

on-
pre-
S

FIG. 13. DCA-DCB-PSA efficiency of contributing to the scat
tered muon track, measured from the data~upper! and Monte Carlo
simulation ~lower! using PC-PCF tracks. The efficiency is plotte
vs the track coordinates at DCB.

FIG. 14. DCA-DCB-PSA efficiency of contributing to the scat
tered muon track, measured from the data following cuts to elim
nate dead regions. The efficiency is plotted vs the track coordin
at DCB.
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3020 54M. R. ADAMS et al.
As a final adjustment to the Monte Carlo simulation, th
histograms in Fig. 13 are used as lookup tables for the e
ciency of the DC-PSA chambers. Each Monte Carlo even
reweighted by the ratio of the efficiencies for the data and t
original Monte Carlo simulation, as a function of position
This technique corrects the Monte Carlo simulation for a
residual difference between its DC-PSA model and the a
tual chambers. The final corrections for inefficiency in th
data are extracted from the reweighted Monte Carlo da
The systematic uncertainty in the DC-PSA efficiency is es
mated as the full size of this final adjustment to the Mon
Carlo data.

Note that this correction is uncorrelated with the mult
plicity correction since that correction corrects for track los
while this correction corrects for loss of hits on a detect
track.

4. Effects of field nonuniformity at large displacements

At large displacements from the center of the CCM ma
net, the magnetic field becomes nonuniform. In particul
the field does not point in the vertical direction. This caus
the track to bend even in the nominally ‘‘nonbend’’ view
However, the track-finding program does not take this in
account, causing loss of efficiency when the muon make
large excursion from the center of the magnet. We exp
this to influence the reconstruction of scattered muons
large scattering angles.

The large scattering angle regime corresponds to the h
Q2, highx part of kinematic space, where the structure fun
tion is constrained by measurements from SLAC, BCDM
and NMC experiments. Therefore it is fair to use the para
etrization~described in Appendix XII! of F2 fitted to these
data to generate events in the Monte Carlo. In Fig. 16
show the comparisons between self-normalized~integrating
to unity! distributions of log10u ~scattering angle!. The com-

FIG. 15. DCA-DCB-PSA efficiency of contributing to the scat
tered muon track, measured from the Monte Carlo simulation f
lowing cuts to eliminate dead regions. The efficiency is plotted
the track coordinate at DCB.
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parison shows that the Monte Carlo simulation is able
reproduce the data at small scattering angles. But at la
angles, corresponding to large displacements from the ce
of the CCM magnet~roughly atY5Z50), the rate of recon-
structed muons is significantly lower in the data than in th
Monte Carlo simulation. Furthermore, the discrepancy b
comes worse as the displacement and scattering angle
crease. We therefore avoid those regions in this measu
ment. In the final analysis we will impose the cut
20.3 m,Ym,0.3 m and20.2 m,Zm,0.2 m, where these
scattered muon coordinates are measured atX54 m, and
uscat,20 mrad.

E. Reconstruction efficiency predicted by Monte Carlo
simulation

We now show the muon reconstruction efficiency pr
dicted by the Monte Carlo simulation. The efficiency i
shown as a function of individual kinematic variables in Fig
17 and in two-dimensional ‘‘box’’ format vs various combi
nations of kinematic variables in Fig. 18. The efficiency
proportional to the area of the boxes.

We show the efficiency defined in two different ways. I
Fig. 17, the curves in open circles show the efficiency d
fined as the probability of finding the beam muon-scatter
muon vertex. The curves in solid stars show the efficien
when the following additional requirements are made on t
scattered muon. The drift chamber or PSA contribution
the muon track is required, and the geometrical cuts to e
clude the muon from the poorly understood regions of t
DC-PSA are made. Also, theXvtx cut is made~see Sec. IX B
for the explanation of these requirements!. Thus the latter
definition of efficiency is the one ultimately relevant for th
correction applied to the data. As we saw in Sec. IV D 3, t

-
ol-
vs FIG. 16. Comparison between data and Monte Carlo distrib
tions for log10u ~scattering angle!. The individual distributions are
normalized to integrate to unity and superposed~upper plot!. The
data/Monte Carlo ratio is also shown~lower plot!.
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54 3021PROTON AND DEUTERON STRUCTURE FUNCTIONS IN . . .
low efficiency regions of the drift chambers which do no
overlap the PSA are largely responsible for the loss of a
ceptance seen in Figs. 17 and 18.

V. TRIGGER EFFICIENCY

A. SAT efficiency

The SAT efficiency is computed using a Monte Car
simulation of muon scatters in the detector. We can ident
the following issues that need to be understood in order
calculate the trigger efficiency correctly: efficiencies of th

FIG. 17. Muon reconstruction efficiency predicted by the Mon
Carlo simulation. The curves in solid stars show the efficiency
cluding the DC-PSA acceptance.

FIG. 18. Muon reconstruction efficiency predicted by the Mon
Carlo simulation. The efficiency is shown in two dimensions. Th
lower plots show the efficiency including the DC-PSA acceptanc
The minimum efficiency shown is zero and the maximum is unit
t
c-

lo
ify
to
e

trigger hodoscopes; the trigger logic that was implemented
the hardware; the geometry of the trigger system, i.e., th
positions and sizes of the trigger hodoscopes; the magne
fields and materials that affect the muon trajectory; the e
fects on the SMS veto of other particles which emerge from
the absorber due to muon interactions in the absorber; a
the effects on the SSA veto due to all other particles that a
produced in the forward spectrometer in addition to the sca
tered muon. These include the particles produced in the p
mary muon interaction in the target and the particles pro
duced by their subsequent reinteractions or decays.

1. Trigger hodoscope efficiencies

As mentioned above, the trigger can be decomposed in
the beam requirement and the veto requirement. It is n
necessary to know the absolute efficiency of the beam hod
scopes. This is because the same beam signal is random
prescaled by a measured factor to form a random beam tri
ger called the RSAT. The number of RSAT’s recorded give
the measure of flux that is used to normalize the number o
SAT events. Hence the efficiency of the beam hodoscop
cancels in the cross-section measurement.

2. Trigger logic simulation

All individual counter signals from the trigger hodoscopes
are latched and read out with any recorded event. The SA
hardware logic has been emulated in software@51# using
latched counter bits in lieu of electronic pulses. Using th
software and the latched bits, we can compare the predictio
with the actual hardware trigger bits for RSAT, SAT, and
non-SAT events. This allows us to estimate the latching e
ficiencies of the hodoscopes and test the software logic sim
lation. We find that both RSAT and SAT triggers satisfy the
RSAT simulation requirements with an efficiency in exces
of 98% over the entire run. The difference in the efficiencie
for the two triggers is about 0.2%, which contributes a sma
uncertainty to the normalization of the SAT trigger. We con
clude that the beam definition of the SAT trigger is well
understood.

We test our understanding of the SAT trigger hardware i
the following manner. We take good scatters from the SAT
and non-SAT event sample, require the beam simulation
be valid, and predict whether the SAT should or should no
have fired according to the latched counter signals. Th
should always agree with the presence or absence of the SA
hardware bit. Any disagreements are an indication of~i!
latching inefficiencies or~ii ! a mistake in the logic simula-
tion. They represent systematic uncertainties in our ability t
fully understand the hardware as it was when the event o
curred.

The underlying distributions provided by the large-angle
triggers~SVS, CVT, and SVSWAM2!, the SATPS, and the
CAL have different biases in scattering angle and scattere
muon energy. This leads to different overlaps between the
triggers and the SAT. We measure from the data that th
discrepancies between the SAT hardware and software sim
lation are all at the level of 1.3% or less for the different
samples. This suggests that the discrepancies are indep
dent of the scattering kinematics and are instead due to
steady rate of timing or latching inefficiency or spurious
pulses or latches. These conditions are fairly stable over th
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3022 54M. R. ADAMS et al.
entire run. We assign a systematic uncertainty of 1.3% in
trigger acceptance calculation, due to lack of comple
knowledge of the trigger hardware.

3. Geometry of the trigger system

In order to simulate the trigger in the Monte Carlo simu
lation program from first principles, we have to know th
positions of all the trigger elements. The longitudinal pos
tions are determined by survey. In the transverse directi
reconstructed tracks from the data are used to determine
positions of the veto window edges to within 1 mm.

4. Absolute probability of SMS veto

The SMS veto is constructed in the two views separate
The two upstream stations of the SMS hodoscopes in theY
view areORed to produce the SMSY veto. Similarly theZ
view hodoscopes are used to construct the SMSZ veto sig
The SMS veto signal is then constructed by taking the co
cidence of the SMSY and SMSZ veto signals. In oth
words,

SMSV5~SMS1Y1SMS2Y!~SMS1Z1SMS2Z!.

In order to understand the probability that an SMS ve
pulse is produced, we need to consider the scenarios that
to a particle hitting these counters. These are enumera
below.

~1! In the simplest situation, the scattered muon travels
a straight line through the absorber and hits the ve
counters. The knowledge of the geometry of the ve
counters enables this process to be simulated trivially.

~2! If there is more than one incoming muon in the sam
rf bucket, the SAT beam logic is unable to make an una
biguous prediction for the position of the unscattered muo
To guard against this situation, when there are hits in m
tiple beam counters, the SAT beam signal is vetoed by
electronic device called the cluster module. This feature p
tects the SAT trigger against events with multiple muon
the same bucket. The effect of the cluster module has b
simulated using the latched hits and included in the simu
tion of the SAT beam. Therefore the requirement of the SA
beam in software provides an additional level of protectio
against multiple beams. The probability of multiple occu
pancy depends on instantaneous intensity, and is typic
1–2 %.

The presence of beam muons in preceding or succeed
buckets is a somewhat different issue. Muons in preced
buckets have the possibility of creating veto pulses that ov
flow into the bucket containing the scattered muon. The SA
beam definition includes a no-neighbor requirement for t
preceding bucket; in addition, the requirement of a sing
reconstructed beam track removes some of these cases t
extent that the out-of-time muon can also be reconstructed
the beam spectrometer chambers.

We can actually detect and measure the timing of t
out-of-time beam muons. The spill local rate monitor@52#
records the beam muon occupancy of every bucket in
vicinity of the trigger time. As discussed in the section o
reconstruction efficiency, events are eliminated in whi
there is a beam muon in the preceding ten buckets or
succeeding five buckets with respect to the trigger time. T
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corresponds to about 200 ns before and 100 ns after t
trigger time. This is much longer than the timing resolution
of the trigger veto hodoscopes, so that we expect the dele
rious effects of the out-of-time beams to be completely
eliminated by making this requirement.

~3! The scattered muon is deflected in the absorbe
through multiple Coulomb scattering or otherwise. This
means that a muon that would have projected into the ve
window can avoid it and vice versa. While multiple Cou-
lomb scattering can be calculated using a simple formula
single large-angle scatters are harder to calculate. Empi
cally, it is found that this is not a severe problem for muon
above 80 GeV, for which the deflection of the muon is les
than 1 cm at the veto counters. This is one of the reasons th
a cut of 100 GeV is made on the momentum of the recon
structed scattered muon in the entire analysis.

~4! The muon may emerge from the absorber accompa
nied by other particles. This may be due tod ray emission or
a hard electromagnetic or hadronic interaction. While th
muon may not hit the veto counters, one of the other pa
ticles might do so and veto the event. It is difficult to calcu-
late these processes reliably, and it is necessary to meas
the effects and apply a correction.

The absolute probability of a SMS veto can be measure
from the data by using a sample of events obtained with th
Calorimeter~CAL! trigger. The CAL trigger is described in
Sec. 3.6.1 of@37#. There are two salient features of this trig-
ger that make it ideal for this measurement. First, the CAL
trigger uses only the calorimeter signals to trigger on th
event. In particular, no detector downstream of the hadro
absorber is used. This makes the trigger completely insen
tive to any muon activity in the absorber. Second, the CAL
trigger is completely positive with no veto components
Therefore we obtain a sample of events unbiased with re
spect to muon vetos behind the absorber, which can be us
to measure the veto probability in the muon veto hodo
scopes.

The muon activity in the absorber can only depend on th
five muon parameters measured just before it enters the a
sorber. These are the vertical and horizontal positions an
slopes, and the energy. The longitudinal position of the SM
veto hodoscope is the most natural plane at which to repo
the extrapolated position of the scattered muon, assuming
deflection in the absorber.

We simplify the five muon parameters as shown in Fig
19. The probability that a particle will hit the veto counter
depends on two coordinates. One is the distance between
projected muon position and the point on the veto hodoscop
that is closest to the muon. The closer the muon is to the ve
counter, the larger is the overlap of the ring with the hodo
scope. This distance is labeled in Fig. 19 asd. Thus one
expects the veto probability to increase asd decreases. How-
ever, this probability cannot depend ond alone. For any
givend, the hodoscope subtends an anglec at the center of
the ring. Asc increases, a larger fraction of the ring overlaps
with the hodoscope, therefore again we expect the veto pro
ability to increase.

Hence we choosed and c as our variables in terms of
which we will parametrize the veto probability. Figure 20
shows contours of equald and equalc. The measurements
of the veto probability as a function ofd and c obtained
from the CAL trigger data are shown in Fig. 21.
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Using the regression technique, we obtain the followin
parametrization of the SMS veto probability:

P~SMS veto!5a f~d!1bg~c!1c

50.19exp~228.6d!

10.235exp@1.63~c2p!#10.0009.

~5.1!

It is reassuring that the constant term is small as expecte
This parametric function for the SMS veto probability i

used to generate hits in the SMS veto in the Monte Ca
simulation. In order to test this simulation, we ‘‘measure
the veto probability from the tuned Monte Carlo simulatio
in the same way that the measurement is made from the d
Figure 21 shows the results of the SMS veto probabil
‘‘measurement’’ on the Monte Carlo simulation. We not
that the Monte Carlo simulation reproduces the depende
on d and c, including the subtle variations withc which
were not forced in Eq.~5.1!. They are really the manifesta
tions of thed dependence integrated over the underlyin
distribution.

FIG. 19. Model of the muon as its extrapolated trajectory inte
sects the plane of the SMS veto hodoscope.

FIG. 20. Contours of equald andc, which are the distance from
the hodoscope and the angle subtended by the hodoscope.
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The agreement between the data and the Monte Ca
simulation is quite good except in the regionudu , 1 cm,
where the veto probability is changing rapidly. In order to b
insensitive to the exact understanding of the veto probabil
close to the counter, we will impose a requireme
d.0.015 m in all the analyses. This also makes us insen
tive to the 1 mm uncertainty in the position of the veto ho
doscope.

We have added more terms in expression~5.1! to incor-
porate correlations between thed andc dependences. The
regression analysis was repeated to find the contribution
such terms. In all cases the extra terms are found to cont
ute less than 1% to the veto probability. We also examin
the possibility that the veto probability depends on the mu
energy. We have added terms in the expression that are
ergy dependent, and we try linear, logarithmic, and inver
energy dependences. Again, in all cases, such terms
found to contribute less than 1% to the veto probability. W
conclude that the parametrization for the SMS veto probab
ity as a linear combination off (d) andg(c) is adequate.

5. Absolute probability of SSA veto

We now turn our attention to the other component of th
SAT veto, the SSA hodoscope. Since this hodoscope is
front of the absorber, it is sensitive to hits from the scatter
muon as well as any other particle produced in the event fi
state. The final state includes all the other particles produc
from the muon interaction in the spectrometer, upstream
the absorber.

We isolate the events in which the scattered muon do
not hit the SSA veto counter, in order to study the depe
dence of the veto rate on final state quantities. Since the fi
state is produced by the collision of the nucleon and t
apparent virtual photon emitted by the muon, the kinemat
of the apparent virtual photon would be the natural variab

r-

FIG. 21. SMS veto probability measured using Calorimeter tri
ger data and compared with the Monte Carlo simulation of t
same.
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in terms of which to parametrize the final state activity. Th
muon radiates the apparent virtual photong* , carrying en-
ergy n and emerging at an angleug with respect to the in-
coming muon direction. The apparent virtual photon is a
sorbed by the nucleon at rest and some final stateX emerges,
which on average can be represented by a cone about
direction ofg* , as shown in Fig. 22. The probability that on
of the final state particles hits the SSA veto depends on t
things:~i! the number of final state particles, which depen
on n, and ~ii ! the angle with which they emerge, which o
average isug . For smallug the particles are directed toward
the SSA and are more likely to hit it, while for largeug they
are directed away from the SSA and are likely to miss it.

For a given beam muon, theg* energyn and angleug
characterize the event. Hence we choose to parametrize
SSA veto probability in terms of these variables in the fo
lowing manner:

P~SSA veto!5a1b~n/100 GeV!1c~ log10ug!

1d~n/100 GeV!21e~n/100 GeV!~ log10ug!

1 f ~ log10ug!2, ~5.2!

wheren is in GeV andug is in radians. We use the SATPS
and the large-angle triggers to provide a data sample tha
unbiased with respect to the final state, because these trig
do not include any veto component upstream of the absorb
We also impose the requirement that the muon scatter in
target region, i.e., the longitudinal position of the reco
structed muon vertex (Xvtx) satisfy the condition213.5 m
,Xvtx, 211.5 m, because these are the events of inter
and the veto probability may depend on the point of origin
the final state particles. We also requirexBj.0.0008 which
removes theme scatters appearing atxBj; 0.000 545. A
regression analysis is performed on the data to calculate
coefficientsa,b,c,d,e, and f . The results obtained are a
follows:

a50.022 41, b520.069 24,

c520.017 92, d520.002 800,

e520.049 80, f520.008 484.
.

This parametrization is then used to simulate SSA hits
the Monte Carlo simulation.

We test the accuracy of the parametrization by compar
the Monte Carlo results with the data. We compare the S
veto probability measured from the data, using separ
SATPS and LAT trigger samples, to the same ‘‘measu

FIG. 22. A diagram depicting the final state particles produc
by the apparent virtual photon, in relation to the SSA veto hod
scope.
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ments’’ made from the Monte Carlo simulation. We compa
the dependence of the SSA veto probability on the appar
virtual photon kinematicsn andug , the scattered muon vari-
ablesuscat andfscat, andQ

2. These comparisons are show
in Fig. 23, and in Figs. 6.12 – 6.16 of@48#. We find that the
Monte Carlo simulation reproduces the data measureme
very well, for both the SATPS and LAT samples. We exam
ine the differences between the data measurements and
Monte Carlo predictions, and find that the level differenc
are less than 1%. Point-to-point systematic differences
less than 2%. No adjustments are made to the Monte Ca
simulation for these differences. We take 2% as the estim
of the systematic uncertainty in the measurement of the S
veto probability.

B. SAT efficiency predicted by Monte Carlo simulation

Having incorporated all the detector-related effects in
the Monte Carlo simulation, we can now use the Mon
Carlo simulation to predict the SAT efficiency as a functio
of kinematic variables. The one-dimensional plots are sho
in Fig. 24. The efficiency is shown in two-dimensiona
‘‘box’’ format in Figs. 25 and 26, where the efficiency is
proportional to the area of the boxes.

The SAT efficiency is computed twice with two differen
underlying distributions. In the first case, the underlyin
muon distributions are selected after all the analysis cuts
scribed in Sec. IX, except the geometrical cuts on the mu
position with respect to the SSA and SMS edges. Th
sample gives the absolute efficiency of the SAT, shown
Fig. 24 using open circles and in Fig. 25. The bulk of th
efficiency loss at smallu andQ2 is due to loss of geometri-
cal acceptance~i.e., the muon hits one of the veto hodo
scopes!.

In the second case, we include the geometrical cut on
muon position to be outside the SSA and SMS edges~see

ed
o-

FIG. 23. SSA veto probability measured using LAT data an
compared with the Monte Carlo simulation of the same.
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Sec. IX! in the selection of the underlying distribution. Th
selection absorbs the geometrical acceptance loss into
underlying distribution. The SAT efficiency recomputed wi
this selection is shown in Fig. 24 using solid stars and in F
26. Here we see the inefficiency due to the combined effe
of the vetoes induced in the SMS by the muon shower in
absorber and the vetoes induced in the SSA by the final s
particles.

VI. DETECTOR CALIBRATION AND RESOLUTION

Having understood the trigger and reconstruction effici
cies, we know the fraction of muon scatters that we are a
to study off line. Since we are trying to measure the dou
differential cross section for muon-nucleon scattering,
need to measure the kinematics of each muon-nucleon
ter. As with any measurement, there can be errors in
measurement on an event-by-event basis. These errors c
classified into two categories:~i! systematic biases and~ii !
errors due to the finite resolution of the detector.

FIG. 25. SAT efficiency vs kinematic variables, predicted by t
Monte Carlo simulation. The minimum efficiency shown is ze
and the maximum is unity.

FIG. 24. SAT efficiency vs kinematic variables, predicted by t
Monte Carlo simulation, shown using open circles. For the cur
shown using solid stars, a geometrical cut has been made aroun
SMS and SSA edges on the underlying muon distribution before
efficiency is computed.
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A. Detector calibration

A magnetic tracking spectrometer works on the princip
that the trajectory of a charged particle in a magnetic fie
can be calculated. The detector measures the position of
charged particle at various points along the trajectory as
passes through a region of known magnetic field. The po
tion measurements were made in E665 using multiwire pr
portional chambers and drift chambers. The particle positio
and direction information is derived from the reconstructe
trajectory, while the momentum information is induced from
the measured curvature in the magnetic field and the know
edge of the field.

1. Chamber alignment and calibration

The first step in the calibration of the detector is to dete
mine the relative positions of all the chambers in the dete
tor. The details of this procedure can be found in@53#. First,
the longitudinal positions of all the detectors, i.e., position
along the direction of the muon beam, were determined
optical survey. In order to measure the relative transver
positions, straight-line tracks were used as reference.
E665, the noninteracting beam and halo muons provided
abundant supply of particles that illuminate a large numb
of chambers simultaneously. Special triggers, using scintill
tion hodoscopes, were designed to trigger on the passage
beam and halo muons. Dedicated runs were performed pe
odically with these triggers and a large number of these no
interacting muons was recorded. The various magnets in
spectrometers were turned off so that the particles traveled
straight lines in the field-free regions.

2. Magnetic field measurements

There were three magnets in the E665 detector. The
were the beam spectrometer dipole magnet NMRE and t
two forward spectrometer dipoles CVM and CCM. Since th
beam was confined to a small central region of the NMR
magnet and the magnet length was large compared to
aperture, it suffices to characterize the magnet with the tran
verse momentum kick it imparted to a typical beam muo
On the other hand, complete three-dimensional field ma
are maintained for the CVM and CCM magnets, since pa
ticles traverse them over different regions of their large a
ertures.

he
ro

FIG. 26. SAT efficiency vs kinematic variables, predicted by th
Monte Carlo simulation. A geometrical cut has been made arou
the SMS and SSA edges on the underlying muon distribution befo
the efficiency is computed. The minimum efficiency shown is zer
and the maximum is unity.
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B. Checks of the detector calibration

There are various physics measurements that can be m
in order to test the calibration of the spectrometer. We w
discuss each one of these in turn.

1. Primary protons from the Tevatron

The Tevatron provides a very stable beam of protons t
are almost monoenergetic. Using a modified beam line, E6
took data where the primary protons were brought into t
muon laboratory. The momentum measurements of the p
tons in the beam spectrometer and the forward spectrom
provide the absolute energy calibration for the E665 detec

Using the values of the Tevatron magnet current settin
the momentum of the primary protons was independen
determined to be~800.662! GeV @54#. The error in the pro-
ton momentum comes mainly from the inaccuracy in th
current readback of the Tevatron magnets. The transve
momentum kick of the beam spectrometer NMRE magn
was tuned such that the beam spectrometer measurem
agreed with the measurement from the Tevatron. The tra
verse momentum kick was determined to be~1.51560.004!
GeV. This gives an error estimate of 0.3% on the absolu
momentum calibration using this method. The error com
mainly from the uncertainty in the primary proton momen
tum. The primary protons can also be used to check
measurement obtained from the forward spectrometer. T
forward spectrometer measurement is~800.560.14! GeV,
where the error is statistical only@53#. This is consistent with
the primary proton momentum measurement.

2. Relative momentum calibration of beam and forward
spectrometers

The relative momentum calibration of the beam and fo
ward spectrometers can also be checked using the nonin
acting muons triggered by a beam trigger. The differencen
in the momentum measurements from the two spectrome
should be zero. The average of this quantityn for noninter-
acting beams varies rather randomly between 0.5 GeV an
GeV over the entire run. Then distribution for non-
interacting beams integrating over all runs is shown in t
top half of Fig. 27.

A Gaussian fit is performed, yielding a good descriptio
of the distribution. We see that the beam spectrometer m
surement is systematically larger than the forward spectro
eter measurement by about 1.2 GeV. We repeat the sa
procedure on the Monte Carlo simulation, where the detec
alignment and calibration is perfect. The reconstruct
Monte Carlo simulation yields a positiven offset of about
0.6 GeV, indicating a bias in the track-fitting procedure~see
lower plot in Fig. 27!. We take the difference of 0.6 GeV
~corresponding to 0.13% at the mean beam energy of 4
GeV!, between the data and the Monte Carlo measureme
as a systematic uncertainty in the relative calibration of t
beam and forward spectrometers. Since we use the Mo
Carlo simulation to make the final corrections to the data
order to extract the cross section, the track-fitting bias
automatically compensated for.

3. Calibration check using muon-electron scatters

The muon-electron elastic scatters detected by the exp
ment offer another way to check the calibration of the spe
ade
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trometer. Because of the elasticity of the event, the kinem
ics are constrained to givexBj5me /mp ~up to radiative
corrections!.

Cuts are applied to select cleanme events using their
characteristic topology~described in Sec. 7.2.3 of@44#!. The
log10xBj distribution of events surviving these cuts is show
in Fig. 28. The characteristicme peak is observed with little
background. There is a tail extending to lower values
xBj , which may be due to radiative corrections to the elas
me peak ormN scatters not rejected by the cuts. The hist
gram is fitted with a sum of two Gaussians, one for the ma
me peak and one to accommodate the tail. Using the m
peak, we find that the mean is23.264360.0003 and the rms
is 0.024160.0003. This can be compared with the value ca
culated using the elasticme scattering condition, log10xBj 5
log10(me /mp)523.2639. The measuredxBj differs from the
calculated value by (0.160.1)%.

4. Calibration check using the KS
0 mass measurement

The neutral kaon can be used to check the calibration
the forward spectrometer. TheKS

0 is detected by reconstruct-

FIG. 27. Difference (n) between momenta of noninteracting
beams as measured by the beam and forward spectrometers.
upper plot is obtained from the data and the lower from the Mon
Carlo simulation. The curves are Gaussian fits to the distributio
with the parameters as indicated.

FIG. 28. log10xBj for data events passing theme selection. The
curve is a sum of two Gaussians fitted to the data. The mean of
main peak is23.264360.0003 and the rms is 0.024160.0003.
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ing a vertex of two oppositely charged tracks, which is de
tached from the primary muon-muon vertex. Such a vert
has aV0 topology, i.e., the topology of a neutral particle
decaying into two charged particles of opposite sign. Th
sample of reconstructedV0 candidates contains trueV0’s
such asKS

0 , L0, and L̄0 decays and photon conversion
g→e1e2 and also backgrounds due to small errors in th
reconstructed track parameters.

We isolate a cleanKS
0 sample for the mass measuremen

using cuts described in Sec. 7.2.4 of@48#. Following these
cuts, we compute the invariant mass of theV0 assigning
charged pion masses to the two tracks. The resulting inva
ant mass distribution is shown in Fig. 29. The distributio
shows a sharp peak and a broad peak, both centered nea
KS
0 mass, and a fairly flat combinatorial background. Supe

posed on the distribution is a fit to the sum of two Gaussia
and a second order polynomial used to describe the ba
ground. The narrow peak is clearly due to theKS

0 signal, and
we take its fitted mean of (496.660.2) MeV to be the mea-
suredKS

0 mass. The rms of the narrow peak is (7.460.3)
MeV.

The measured value is about (160.2) MeV lower than
the value published by the PDG@55# of (497.6760.03)
MeV. To use the measurement as a calibration check,
make the conservative assumption that the entire differen
is due to a momentum scale error in the forward spectro
eter. We scale up the momenta of both tracks by a factor
1.003, and repeat the analysis of theKS

0 mass measurement.
This yields a value of (497.560.2) MeV, in good agreement
with the Particle Data Group~PDG! value. Finally, we repeat
the analysis once more with a scale factor of 1.005, yieldin
a KS

0 mass of (498.160.2) MeV which overshoots the PDG
value. Hence we estimate an uncertainty of 0.35% in t
momentum calibration of the forward spectrometer.

C. Detector resolution

The resolution of a tracking device in free space is go
erned by three factors, the positions of the hits on the trac
the position resolution of the individual hits contributing to
the track, and the number of hits. With a good knowledge
these quantities, the expected resolution on the track para
eters can be calculated. In a realistic detector, the parti
traverses some amount of material and this degrades

FIG. 29. Thepp invariant mass distribution forV0 vertices that
pass theKs

0 selection. The curve is the sum of two Gaussians and
polynomial fitted to the data. The fitted mean of the narrow peak
(496.660.2) MeV and its rms is (7.460.3) MeV.
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resolution due to multiple Coulomb scattering and energ
loss. In practice, the Monte Carlo simulation of the tracking
spectrometer is used to calculate the resolution.

The smearing of the muon variables due to the resolutio
is in general dependent on the kinematics. At some specifi
kinematic points, we can check the calculated smearing
the Monte Carlo simulation against the data. We will use tw
such points, provided by the noninteracting beams and th
muon-electron scatters.

1. Resolution checks using noninteracting beams

For a noninteracting muon passing through the beam an
forward spectrometers, we expect the measured energy lo
n, scattering angleuscat, and the squared four-momentum
transferQ2 to all be zero. However, a finite value will be
measured due to the chamber resolution and multiple scatte
ing. In Fig. 27, we see that then resolution at 470 GeV is
about 6 GeV. The Monte Carlo simulation reproduces th
resolution measured from the data quite well.

We have studied theQ2 and scattering angle distributions
for noninteracting beams obtained from the data and Mon
Carlo simulation, respectively. The typical reconstructed va
ues are similar for the data and Monte Carlo simulation~see
Sec. 7.3.1 and Fig. 7.6 of@48#!. In the rangeQ2.0.2 GeV2

in which we make the structure function measurements, th
Q2 resolution is a few percent or better. Hence we expect th
smearing correction due to the angular resolution to be qui
small.

2. Resolution check using muon-electron scatters

The muon-electron scatters mentioned earlier can also
used to check the resolution of the spectrometer. The wid
of the me peak in the log10xBj distribution can be used for
this purpose. As shown in Fig. 28, the width is
d log10xBj50.024160.0003. This corresponds to
d lnxBj5dxBj /xBj50.055, i.e., a fractional resolution onxBj
of 5.5%.

3. Estimating the resolution smearing corrections using
Monte Carlo simulation

Using simulated Monte Carlo events, one can study th
differences between the generated and reconstructed kin
matic variables as a function of the kinematic variables. W
select the muon scattering angleu and the muon energy loss
n as the two variables whose errors on average are uncor
lated with each other. We find that then resolution is about
6 GeV at lown, which is consistent with the noninteracting
beam studies, and improves to about 3 GeV at highn, where
it is dominated by the error on the beam momentum. Th
fractional resolution onu is about 2.5% and is only weakly
dependent onu.

This dependence is used to extract a smearing kernel f
the variables lnu andn. The smearing kernel is parametrized
as follows:

s lnu50.03, log10u,22.4,

s lnu50.0152~ log10u12.0!/100.0,

log10u.22.4, ~6.1!

a
is



he
re
ri-
us-
er

g.

al-

on
e

al
hat
d a
the
the
ms
nd
s
-

s
en

by
e
f

n

e
t

a

-
r-
c
fi-
ft
n

d

the

ay
d

d
n

3028 54M. R. ADAMS et al.
and

sn5A9.01~0.000 025E82!2, ~6.2!

whereE8 is the scattered muon energy in GeV for a give
n in GeV andu is in radians.s lnu andsn ~in GeV! are used
as the rms of independent Gaussian random number gen
tors.

In order to estimate the smearing correction, a fast Mon
Carlo technique is used to generate about 2003106 events.
The parametrizations of theF2 andR structure functions and
the calculated radiative corrections are used to compute
total muon cross section. This cross section is modified
the computed detector acceptance so that events can be
erated according to the distribution of the triggered and
constructed events. The kinematic variables of the genera
event are randomly smeared inn and lnu, according to the
parametrized smearing kernel.

The smearing correction is defined as the ratio of t
number of smeared events to the number of generated ev
in a bin. The smearing corrections for hydrogen and deu
rium are shown in Fig. 30. At lown there is a significant
smearing correction, but it falls below 10% forn.25 GeV.
The angular resolution is good enough that the true a
smeared log10Q

2 distributions are very similar, and the
smearing correction inQ2 is less than 1%.

This fast Monte Carlo technique gives us an estimate
the correction to the measured cross section due to resolu
smearing. In the structure function analysis, the fullGEANT-
based Monte Carlo simulation is used to combine all t
corrections due to the detector, including the resoluti
smearing@see Eq.~3.5!#.

VII. RADIATIVE CORRECTIONS

In this analysis, the measurement is made of the differe
tial muon-nucleon cross section. However, the structu

FIG. 30. Smearing correction for hydrogen and deuterium. T
arrows show the position of the cutn.35 GeV made in the struc-
ture function measurement.
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functions are related to the calculated cross section in t
Born approximation. In this sense, the structure functions a
not directly measurable quantities in a cross-section expe
ment. They must be extracted from the measurement by
ing the calculated Born cross section and the higher ord
QED effects, which are called radiative corrections.

A. Formulation

We refer to the formulation of Mo and Tsai@33# and Tsai
@34# of the radiative corrections to lepton-nucleon scatterin
According to Appendix B of@33#, the radiative tails from an
unpolarized target to inclusive lepton scattering can be c
culated exactly to orderaem if ~1! the single-virtual-photon-
exchange mechanism is assumed,~2! the interference terms
between real photon emission from the lepton and the hadr
are ignored, and~3! the measurement is sensitive only to th
scattered lepton.

The virtue of the diagrams where there is only one virtu
photon exchanged between the hadron and the lepton is t
these diagrams can be factorized into a lepton tensor an
hadron tensor. The hadron vertex has the same form as in
Born diagram, and therefore can be expressed in terms of
same structure functions. Therefore, this subset of diagra
can be calculated using the known physics for the lepton a
the hadron structure functions. While the structure function
area priori unknown, they can be extracted using an itera
tive procedure.

This factorization property does not hold for diagram
where two or more virtual photons are exchanged betwe
the lepton and the hadron@Fig. 8.3~c! in @48##. The effect of
the double virtual photon exchange can be confirmed
comparinge1p ande2p scattering, because the interferenc
of this diagram with the Born diagram is odd in the sign o
the lepton charge. The difference betweene1p and e2p
scattering indicates that the effect of double virtual photo
exchange is small@56#. Model-dependent calculations~see
discussion in@57#! show that the double-photon-exchang
terms are typically logarithms or dilogarithms with argumen
Q2/xW2. At low x the argument is of order unity, giving
small values for the logarithm. The further suppression by
power ofaem justifies the neglect of these terms.

Henceforth we will make the assumption that the single
virtual-photon-exchange mechanism is dominant. Furthe
more, in the formulation of Mo and Tsai, all electromagneti
corrections to the hadron vertex are absorbed into the de
nitions of the nucleon structure functions. Hence we are le
with the following subset of diagrams: real photon emissio
off the incoming and outgoing leptons, virtualZ0 exchange
and interference between virtual photon and virtualZ0 ex-
change, virtual photon correction to the lepton vertex, an
loop correction to the photon propagator, includinge,m,t,
and quark loops.

Since there is an infrared catastrophe, in the sense that
cross section for the emission of very low energy~soft! pho-
tons diverges, second order effects are infinite. Some w
must be found of handling this. In the method of Mo an
Tsai, an energy cutoff parameterD is introduced to define a
soft photon. At lowest order, the cancellation of the infrare
divergence in the real photon emission and virtual photo
vertex diagrams gives a finite remainderd, which is a func-
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tion of the cutoff parameterD. It has been shown@58# that
d can be calculated using the kinematics of an assum
single real photon emitted, and the emission of an infin
number of soft photons can be incorporated into the calcu
tion by replacing 11d→ed. For the emission of hard pho-
tons more energetic thanD, the lowest order calculation is
used. This piece is finite and higher order contributio
should be suppressed by powers ofaem.

In a robust calculation, the sum of the infrared piece a
the hard photon piece should be independent ofD. Studies
@42# show this to be true to a very good approximation whe
D;0.001Ebeam. Hence, in this analysis,D is chosen to be
465 MeV.

B. Results

The radiative correction is calculated by theFERRAD pro-
gram @25# using the Mo and Tsai scheme. The inputs to t
program are described in Sec. III B. The internal integratio
in FERRADare performed using 280 steps in hadronicW and
8 unequal intervals in the radiated photon angle optimiz
for speed and accuracy. Each of the 8 intervals are integra
using 35 equal steps. Further increase in the number of in
gration steps produced a negligible change in the result.

The radiative correction is defined bys tot /s1g , where
s tot is the differential muon cross section ands1g is the Born
cross section. The measureds tot is divided by this ratio to
extract the Born cross section, which is then related to
structure functionF2. The correction is calculated on a 3
330 grid in xBj and yBj . The correction at any kinematic
point is obtained by interpolating in a local 333 grid around
the point of interest.

The total cross section is given by

s tot5s1g3K~11vacpol1vertex1weak1small!1scoher

1squasi1s inel , ~7.1!

where we note the following.
K5ed is the soft photon part of the radiative correctio

mentioned earlier. It varies between 0.9 at the lowx range of
the data to 0.8 at the highx range. Being less than unity
indicates that in this range ofx, soft photon radiation is caus-
ing more events to leak out of a bin of widthD than leak in.
It is similar for protons and deuterons because the inelas
structure functions for protons and deuterons have sim
shapes over thex range of the E665 data.

‘‘vacpol’’ is the correction due to vacuum polarization
effects. It varies between 2% and 7% from the low to hig
Q2 range of the data. Again it is similar for protons an
deuterons.

‘‘vertex’’ is the correction due to the lepton vertex loop. I
varies between 0.5% at lowQ2 and 3% at highQ2.

‘‘weak’’ is the effect of theZ0 exchange. It increases with
Q2 but is typically smaller than 1% forQ2,100 GeV2. It is
negative.

‘‘small’’ contains small corrections to the infrared nondi
vergent part and the soft photon part. It is negative and l
than 1%.

The bulk of the radiative correction comes from real ph
ton emission.scoher, squasi, ands inel are the radiative tails
due to hard photon radiation from other kinematic poin
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scoher is the tail from coherent nuclear scattering~zero for
proton!, squasi is the tail from quasielastic muon-nucleon
scattering, ands inel is the tail from inelastic scattering out-
side of the bin widthD. At low x and highy, there is a large
radiative correction fromscoher andsquasi. This is because
for elastic scattering there is no minimum energy transfer
small Q2. There is a divergence in the muon propagat
when it radiates away all its energy as a collinear high e
ergy photon and scatters elastically as a low energy mu
This divergence is regulated only by the muon mass. In co
trast, inelastic scattering always involves some energy tra
fer, which serves to cut off the divergence in the cross se
tion. At low x, the sum ofscoher andsquasi increases up to
30% ofs1g at the highesty of the data, while at highx it is
small. Since the coherent tail is missing for a proton targ
and since the elastic form factors are different for proto
and deuterons, the difference between the coherent
quasielastic tails for the two targets accounts for the bulk
the difference between the radiative corrections.s inel varies
between about 15% and 25% ofs1g from low to high x.
s inel corresponds to events migrating into the bin from adj
cent inelastic scattering bins. The positive contribution fro
s inel and the negative contribution from theK factor cancel
each other to some extent.

The total radiative correction applied to the data, as
function ofxBj andQ

2, is shown in Fig. 31. The correction is
plotted for yBj,0.8 because a similar cut is applied to th
data sample used in this analysis. The correction is larger
the proton than the deuteron mainly because the radiative
from elasticmp scattering is larger than the tail from quas
elasticmn scattering. This radiative tail increases withy,

FIG. 31. Calculated radiative corrections tot /s1g for proton and
deuteron, shown as a function of log10(Q

2/GeV2) in bins of xBj .
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causing the radiative correction to reach a maximum at lo
x and highQ2. There it is about 40% ofs1g for the proton
and about 25% ofs1g for the deuteron.

C. Uncertainties

The calculated radiative corrections depend on the in
s1g and the approximations made in the calculation. T
dependence on the inputs1g is investigated by varying the
inputs by their respective measurement errors. The result
this investigation are discussed in Sec. IX C 5. The accura
of the Mo-Tsai formulation is estimated by comparing wit
the formulation of Bardinet al. This comparison@41,42#
shows that, when the radiative correction is as large as 5
at low x and highy, the difference between the two calcula
tions is less than 2%. We therefore assign the system
uncertainty on the radiative correction to be 4% of itse
originating from calculational inaccuracy.

VIII. LUMINOSITY

The absolute normalization for the muon scattering eve
is provided by the luminosity. As indicated in Sec. II, th
luminosity measurement requires the understanding of
beam and the target. In addition, the response kernel of
detector can depend on the beam profile. For this reas
understanding the beam implies that the total number of
able beam muons and the beam distributions be known.
shall first discuss the beam and then the target.

A. Understanding the beam

At E665 the luminosity is measured by using a variant
the technique discussed in@59#. The normalization procedure
involves the following strategy. Individual beam muons a
tagged and reconstructed in the beam spectrometer. The
doscopes in the beam spectrometer are used to provide a
electronic signal to indicate the incoming beam muon. Th
signal serves three purposes. First, it is used in coincide
with other signals, indicating a muon scatter to form th
trigger. Second, a randomly prescaled version of this be
signal is used to form a random beam trigger. Third, the to
number of beam pulses is counted by using two differe
scaler schemes that provide a cross-check on each other

If the beam spectrometer response is the same for
random beam trigger and the physics trigger, then the nu
ber of usable beam muons can be accurately determined
counting the number of usable random beam triggers a
multiplying this number by the prescale factor. The presca
factor is determined independently by comparing the numb
of random beam triggers with the number of actual bea
signals counted by the scalers. This method has the adv
tage that the absolute beam spectrometer tagging efficie
need not be known. This efficiency includes the hodosco
and beam track reconstruction efficiencies as well as the
perimental dead times and loss of events during off-line p
cessing. In addition, it includes the loss of beam muons d
to off-line cuts that are used to define the usable be
muons. As long as the beam muons in the physics trigg
are subjected to the same requirements as the beams in
random beam triggers, the effect cancels in the ratio of ph
ics triggers and random beam triggers.
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1. Beam spectrometer response

As mentioned above, the experiment is designed so t
the beam spectrometer response will be the same for all t
gers. The only reason for the response to be different is d
ferences in the trigger timing. This can cause changes in
latching efficiencies of electronic signals and hence chan
the efficiencies of various on-line and off-line requirement
A detailed study of the trigger timing@60,61# showed that all
the triggers have similar timing to better than 0.5 ns. Th
jitter in the trigger time is about 1 ns, and the trigger time fo
all triggers is stable within 2 ns over the entire run.

In order to test the sensitivity of hodoscope latching ef
ciencies to variations in trigger time, we study the probab
ity that the simulation of various elements of the trigger log
is satisfied. We find practically no run dependence in t
probability that the SSA and SMS hodoscopes record a
~the efficiencies are in excess of 99.7%!, and in particular no
correlation of their efficiencies with any trigger time varia
tions. Therefore we conclude that the detector efficienc
are not very sensitive to any timing difference between tri
gers.

2. Beam counting

The issue of counting the total number of beam muons
now reduced to measuring the prescale factor for the rand
beam trigger. The function of prescaling the electronic bea
signal is performed by special hardware circuits that provi
pseudorandom prescaling@62#. These modules are pro-
grammed to provide a prescale factor of 219. To guard
against small deviations from the preset value, the presc
factor is also measured using beam scalers.

Details of the scaler schemes and the prescale factor m
surement are provided in@53#. Two sets of scalers are used
one being read out and reset after each spill, and the ot
being read out and reset after each event. The run dep
dence of the prescale factor is examined, and no signific
deviation from the average value is found. The measurem
is performed separately with the hydrogen and deuteriu
targets in place, and with the event scalers and spill scale
All measurements are consistent with each other within t
statistical uncertainty. The prescale factor used in this ana
sis for RSAT triggers is 5267186800, corresponding to
0.15% uncertainty in the beam counting. The base 2 log
rithm of the measured prescale factor is 19.007.

3. Beam distributions

The final aspect of understanding the beam muons is
correct reproduction of the beam distributions in the Mon
Carlo simulation. This ensures that the acceptance corr
tions extracted from the Monte Carlo simulation have us
the correct underlying distributions to average over@Eq.
3.3!#. Detailed studies of the beam distributions are provid
in @26#, and the procedure used to include them in the Mon
Carlo generation is discussed in Sec. III. Here we provi
comparisons between the beam distributions measured fr
the data and the Monte Carlo simulation~Fig. 32!. The
Monte Carlo simulation is able to reproduce the distrib
tions.
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B. Understanding the target

The relevant properties of the target are the length, co
position, and density. These will be discussed in turn.

1. Target length

The cryogenic liquid target vessels were cylindrical an
made of Mylar, surrounded by an insulating Rohacell jack
A vacuum was maintained between the Mylar vessel and
Rohacell jacket for insulation purposes. The lengths of t
targets were measured@63# under three sets of conditions
room temperature at normal pressure, room temperature
15 psi, and liquid nitrogen temperature at 15 psi. Using the
measurements, the following lengths are inferred for the t
gets at 20 K:

hydrogen: length5~99.160.035! cm,

deuterium: length5~98.960.035! cm. ~8.1!

The uncertainty includes the error in the temperature coe
cient and the accuracy of the length scale. Additional sm
corrections are made for the semicircular vessel end ca
due to which the length of target material traversed by ea
beam depends on the transverse position of the beam w
respect to the target axis. The uncertainty in the transve
position of the target contributes an uncertainty of 0.5%
the luminosity.

2. Target density

The saturated vapor pressures in the targets are cont
ously monitored and used to calculate the target temperatu
and therefore the densities@53#. The density of the liquid
target is fairly insensitive to the pressure. The molar dens
of molecular hydrogen is measured to be 0.035 0
mol/cm3. Because of changes in the hydrogen deuter
~HD! contamination in the D2 between different running pe-

FIG. 32. Position and energy distributions of RSAT bea
tracks, compared for the data and Monte Carlo simulation.
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riods, the molar density of D2 is measured to be 0.040 346
mol/cm3 for the early period of the run and 0.040 487
mol/cm3 in the latter period.

3. Target composition

The chemical composition of the targets were measure
using a boil-off test@53#. The deuterium target was found to
be contaminated with hydrogen deuteride~HD!. The HD
contamination has two effects on the molar density of nucle
ons. First, the physical properties of HD are slightly differen
from D2; therefore, at the same temperature and pressure t
molecular density of the target changes due to the contam
nation. This is a relatively small effect. The main effect is
that in a molecule of HD there is one nucleon~neutron!
fewer than in a molecule of D2. Therefore, even though the
molecular density does not change very much, the nucleo
density changes substantially when D2 is replaced by HD.
Furthermore, the change in the scattering rate depends on
neutron-to-proton cross-section ratio.

In order to correct the deuterium scattering rate for th
HD contamination, we proceed as follows. The measure
scattering rate on the deuterium target is

Rmeasured}~asd1bsp!, ~8.2!

while the ‘‘true’’ scattering rate in the absence of HD con-
tamination would be

Rtrue}sd , ~8.3!

where we have defined the cross sections per nucleu
b1a differs from unity because of the change in the mo
lecular density~each molecule of HD contains the same
number of protons as a molecule of D2). a differs from
unity due to the change in the molecular density as well a
the absence of one neutron in an HD molecule. Thea and
b values are extracted using the measured HD contaminati
@53# and are quoted here as

early runs:a50.983 72, b50.015 72,

later runs:a50.952 19, b50.046 19. ~8.4!

Each scatter on the deuteron target is reweighted by the ra
Rtrue/Rmeasuredin order to estimate the scattering rate tha
would occur if the target had been pure deuterium. The co
rection requires the knowledge ofsd /sp , for which we use
the E665 measurement@53# at low x andQ2 and the param-
etrization of data from previous measurements over the re
of the kinematic range. The correction is about 2.2% at low
x, wheresd /sp is close to 2, and is smaller at largerx.

The uncertainty in the density measurement amounts
0.05% for hydrogen and 0.6% for deuterium. The uncertaint
in the density for hydrogen comes from the uncertainty in th
pressure readout accuracy and the pressure-to-density re
tionship. The uncertainty in the deuterium density include
this and the uncertainty in the correction for the HD contami
nation.

m
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IX. STRUCTURE FUNCTION RESULTS

All of the information obtained and discussed in the pr
vious sections is used in the extraction of the structure fun
tion. The flow of the analysis program used to obtain t
results is now discussed. This will include the cuts made
the data to define the final sample. The motivation and
efficiency of the various selection criteria have already be
described in the preceding sections. The results and the
termination of the systematic uncertainties will be discuss

A. Beam selection

The first step in the structure function measurement p
cedure is the selection of the usable beam muons. The m
surement is performed by counting the scattered mu
events selected by the small-angle trigger~SAT!, and the
luminosity is measured by counting the random beam tr
gers~RSAT! defined in conjunction with the SAT. The sam
selection is applied to the RSAT and the SAT events, whi
are randomly mixed with each other in the data stream. T
ensures that the efficiency of the beam selection cuts can
in the normalization of SAT to RSAT events.

The following criteria are imposed on the beam muons
the SAT and RSAT events.

~1! The very early running period shows some loss
efficiency in the drift chambers, and the very late runnin
period shows loss of efficiency in many of the forward spe
trometer chambers. Hence data from these runs are left ou
the analysis.

~2! One and only one beam track should be reconstruc
in the beam spectrometer. This simplifies the counting
usable beam muons and also removes any ambiguities in
reconstruction of the beam-scattered muon vertex. Appro
mately 10% of the events contain multiple beam tracks, m
of which are out-of-time tracks.

~3! The latched hits in the beam hodoscopes are requi
to satisfy the SAT beam logic. This ensures that the be
track occurred in the proper time window of the trigger.

~4! The spill local rate monitor is used to identify event
where a second beam muon traversed the spectrom
within the time window specified by eleven radio-frequenc
~rf! buckets preceding and six rf buckets succeeding the t
ger bucket. These events are removed from the sample. T
cut eliminates the trigger vetoes due to the out-of-time be
muons and improves the reconstruction efficiency in the fo
ward spectrometer in the beam region.

~5! The beam track is extrapolated in a straight line fro
the most downstream beam station~PBT4! to the upstream
and downstream face of the target (213 m and212 m,
respectively!. At each face a cut is made on the transver
coordinate of the beam, to ensure that the beam traverses
full length of the target material. The transverse position
the beam is required to be within 4.6 cm of the longitudin
axis of the target. Approximately 30% of the beam muo
are removed by this cut, because the beam was hitting
edge of the target.

~6! The reconstructed beam momentum is required to
within the range of 350 and 600 GeV. A very small fractio
of the events lies in the tails of the beam momentum dist
bution outside this range.
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Following this selection, the surviving RSAT events are
used to measure the luminosity, while the SAT events ar
subjected to further selection as discussed below. The RSA
events are weighted to correct for target length effects a
discussed in Sec. VIII B 1. For nominal 1 m targets, the final
number of weighted RSAT events is 159 853 for hydrogen
100 648 for deuterium, and 31 796 for the empty target.

B. Scattered muon selection

The following cuts are made on the reconstructed param
eters and the scattered muon track:

~1! The scattered muon momentum must be greater tha
100 GeV. This makes the muon mismatch probability negli
gible, reduces the radiative corrections and the correctio
due toR, and also reduces the muon multiple scattering i
the hadron absorber, making the trigger easier to understan

~2! The muon energy lossn must be greater than 35 GeV.
This eliminates the contamination from noninteracting beam
muons and restricts the data to the region where the smeari
corrections are small.

~3! The calculated fractional error on the reconstructe
n must be less than 0.5, i.e.,dn/n,0.5. This cut was em-
bedded in the output filter during data reconstruction. It has
minimal effect given the cut onn.

~4! The transverse position of the scattered muon, whe
projected to the SMS hodoscopes defining the SAT veto win
dow, must be at least 1.5 cm outside the edge of the window

~5! Similarly, the transverse position of the scattered
muon, when projected to the SSA hodoscope, must be
least 2.5 mm outside the edge of the SSA veto window.

~6! The longitudinal position of the reconstructed vertex
must be within the range213.5 m,Xvtx,211.5 m. The
nominal target position is between213 m and212 m. Be-
cause of resolution smearing inXvtx , in-target scatters can be
reconstructed outside this range. About 3% of the in-targe
scatters are lost by the requirement213.5 m,Xvtx,211.5
m. This loss is corrected by using Monte Carlo simulation
The off-target scatters included by the cut are statisticall
subtracted using empty target data.

~7! The scattered muon track is required to receive a con
tribution from the PSA or drift chambers. This ensures goo
resolution on the scattered muon.

~8! Reconstructed scattered muons extrapolating into ce
tain regions of the drift chambers or PSA are excluded from
the sample. These are in certain low efficiency regions whic
are straightforward to define geometrically. For the PSA, th
acceptable region is defined as

~YPSA10.024!21~ZPSA20.005!2,0.0652,

where the coordinates are defined at the PSA in meters. Th
defines a circular region where all PSA chambers overla
and the efficiency is high. For the drift chambers, the muon
passing through the septum region of either drift chambe
station are removed. The septum regions are defined as

20.005 m,YDCA,0.035 m

20.045 m,YDCB,20.005 m.
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20.3 m,Ym,0.3 m and20.2 m,Zm,0.2 m, where
these scattered muon coordinates are measured atX54 m,
and uscat,20 mrad . The motivation for these cuts is di
cussed in Sec. IV, where it is shown that at large distan
from the center of the CCM, there is a loss of scattered m
rate in the data which is not reproduced by the Monte Ca
simulation. Since the reasons for this are not yet fully und
stood, we do not use the data from these outer regions o
detector in the structure function analysis.

C. Estimation of systematic uncertainties

The Monte Carlo sample of events is subjected to
same selection criteria as the data, in order to derive
corrections due to the detector response. The quality of
Monte Carlo data has been discussed extensively in the
ceding sections. The studies mentioned therein are use
estimate the uncertainties in various aspects pertaining to
measurement. The systematic uncertainties that depen
the scattering kinematics are grouped in six categories:
ger efficiency, reconstruction efficiency, absolute ene
scale, relative energy scale between the beam and forw
spectrometers, radiative correction, and variation inR. There
is also an overall normalization uncertainty which does
depend on the scattering kinematics. These sources of un
tainty will be discussed in turn.

1. Trigger efficiency

The kinematics-dependent systematic uncertainty in
SAT efficiency comes from three sources: incompl
knowledge of hodoscope geometry, SMS veto probabil
and SSA veto probability.

a. Geometry.There is some uncertainty in the position
the various hodoscope elements that participate in the S
This limits the accuracy with which the Monte Carlo mod
simulates the geometrical acceptance of the SAT. To ev
ate the sensitivity to the hodoscope positions, the SSA v
window is enlarged by 1 mm on each edge, and the S
veto window is enlarged by 2 mm on each edge using
reconstructed muon track, both in the data and the Mo
Carlo simulation. The acceptance correction is reevalua
from the Monte Carlo simulation and applied to the data. T
fractional change in the measuredF2 @(F2

new

2F2
standard)/F2

standard] is given in the column marked G in
Tables A.1–A.3 of @48#. The absolute magnitude of th
change~which is usually less than 2% except at the low
Q2) is used as the systematic error estimate.

b. SMS veto probability.Even if the muon were to fal
outside the geometrical acceptance of the SMS veto, the
ger may still be vetoed by shower particles accompany
the muon as it passes through the hadron absorber. The p
ability of this sort of veto has been measured, and the un
tainty on the probability is estimated at 15% of itself.
order to estimate the effect of this uncertainty on each b
the Monte Carlo parametrizations of this probability are v
ied in both directions by 15%. The acceptance correctio
reevaluated in both cases and applied to the data. The re
ing change in the measuredF2 is quoted in the columns
marked M1 and M2 ~for an increase and decrease in t
SMS veto probability! in Tables A.1–A.3 of@48#. Half of the
difference between the upward and downward variation
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used as the systematic uncertainty in each bin~which is typi-
cally less than 3%!.

c. SSA veto probability.Even if the muon were to fal
outside the geometrical acceptance of the SSA veto, the
ger may still be vetoed by hadrons or other particles p
duced by the muon interaction in the forward spectrome
The probability of this sort of veto has been measured,
the uncertainty on the probability is estimated at 10%
itself. In order to estimate the effect of this uncertainty
each bin, the Monte Carlo parametrizations of this proba
ity are varied in both directions by 10%. The accepta
correction is reevaluated in both cases and applied to
data. The resulting change in the measuredF2 is quoted in
the columns marked A1 and A2 ~for an increase and de
crease in the SSA veto probability! in Tables A.1–A.3 of
@48#. Half of the difference between the upward and dow
ward variation is used as the systematic uncertainty in e
bin ~which is usually less than 2%!.

d. Combined uncertainty in trigger efficiency.Since the
three sources of uncertainty mentioned above are inde
dent, they are combined in quadrature to arrive at the un
tainty in F2. This is quoted in the column marked TR
Tables I–IV.

2. Reconstruction efficiency

We include in this category the efficiency of reconstru
ing the scattered muon vertex~which depends on the mult
plicity and the scattering angle! and the DC-PSA efficiency
These three effects are kinematics dependent.

a. Multiplicity dependence.The uncertainty in the ineffi
ciency is estimated at 10% of the inefficiency itself, wh
considered a function of event multiplicity. The inefficien
is adjusted as a function of multiplicity in the Monte Car
simulation by 10% of itself in both directions, and the d
are corrected with the adjusted Monte Carlo simulation.
percent change in the measuredF2 is given in the columns
marked N1 and N2 respectively, in Tables A.4–A.6 o
@48#. Half of the difference between the upward and dow
ward variation is assigned as the systematic uncertaint
F2 due to the uncertainty~which is typically less than 1.5%!
in the multiplicity dependence of the efficiency.

b. Scattering angle dependence.The reconstruction effi
ciency can depend on scattering angle, but the Monte C
simulation cannot be validated by comparing with the d
directly, because the scattering angle cannot be meas
unless the muon is already reconstructed. We use the d
ent triggers to obtain event distributions biased towa
small and large angles, respectively. An adjustment is m
to the Monte Carlo simulation to match the data by inter
lating in the scattering angle. This procedure uses all av
able information; hence, it is used in quoting the measu
F2. The uncertainty in this procedure is estimated by ign
ing the angular dependence of the Monte Carlo adjustm
and redoing theF2 measurement. The fractional change
F2 is quoted in the column marked A in Tables A.4–A.6
@48#. It is assigned as the systematic uncertainty due to
possibility that the angular dependence of the efficienc
not completely understood. The magnitude of this unc
tainty is typically less than 2%.

c. DC-PSA efficiency.While the DC and PSA chambe
are not essential for reconstructing the event, they are
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TABLE I. Kinematics-dependent systematic uncertainty inF2

due to various sources. Numbers are in %. TR5 trigger efficiency,
RE5 reconstruction efficiency, EA5 absolute energy scale, ER5
relative energy scale between beam and forward spectrometers
5 radiative correction, RS5 variation inRSLAC, and BN5 bin
centering and bin edge effects.

Bin center Proton
log10x log10Q

2 TR RE EA ER RC RS BN

-3.049 -0.641 2.6 9.3 -4.3 -0.4 1.6 0.7 0.7
-3.049 -0.505 3.5 1.7 -2.2 1.4 2.1 1.4 0.6
-3.049 -0.369 4.2 7.1 0.0 -0.9 2.4 2.1 0.2
-3.049 -0.233 3.1 5.0 0.8 -1.1 3.4 2.9 1.5
-2.907 -0.641 40.2 9.6 -2.8 0.4 1.6 0.4 0.
-2.907 -0.505 2.8 3.3 -2.4 0.0 1.7 0.8 0.5
-2.907 -0.369 4.7 1.3 -0.2 0.2 1.7 1.1 0.4
-2.907 -0.233 2.6 2.4 0.8 -0.8 2.2 1.5 0.0
-2.907 -0.097 2.8 1.9 0.9 -0.9 3.0 2.5 1.5
-2.756 -0.641 60.8 0.0 -3.6 1.9 1.5 0.2 0.
-2.756 -0.505 8.1 1.6 -3.2 0.0 1.4 0.3 0.5
-2.756 -0.369 2.4 1.9 -2.1 -0.4 1.4 0.4 0.4
-2.756 -0.233 1.7 4.5 0.4 -0.4 1.6 0.6 0.0
-2.756 -0.097 2.4 3.4 -0.2 -0.3 1.9 1.5 0.2
-2.609 -0.505 10.0 2.1 -1.7 -0.3 1.5 0.0 0.
-2.609 -0.369 2.5 1.2 -2.9 -0.5 1.3 0.2 0.5
-2.609 -0.233 2.2 1.4 0.2 -0.6 1.5 0.2 0.0
-2.609 -0.097 1.7 2.2 0.0 -0.3 1.5 0.7 0.3
-2.609 0.039 1.8 1.3 -0.1 -1.1 1.7 1.3 0.1
-2.609 0.175 2.1 1.4 1.8 -1.6 2.4 2.1 0.9
-2.432 -0.369 2.4 2.1 -2.3 -2.8 1.1 0.3 0.3
-2.432 -0.233 2.4 1.0 -0.2 -1.8 1.1 0.0 0.0
-2.432 -0.097 1.7 1.8 0.2 -1.7 1.1 0.2 0.0
-2.432 0.039 1.4 1.5 1.4 -0.6 1.2 0.5 0.0
-2.432 0.175 1.5 1.1 1.0 -0.4 1.5 0.9 0.1
-2.432 0.311 1.7 1.3 -1.2 -1.2 2.1 1.5 0.3
-2.284 -0.369 2.9 5.1 -3.6 -2.8 1.4 0.0 3.4
-2.284 -0.233 3.9 1.7 -0.6 -2.3 1.1 0.2 0.0
-2.284 -0.097 2.3 0.6 0.6 -2.6 1.1 0.2 0.0
-2.284 0.039 1.6 2.1 -0.7 -2.3 1.0 0.3 0.0
-2.284 0.175 1.2 1.0 -0.7 -0.6 1.2 0.4 0.0
-2.284 0.311 1.0 1.1 1.6 0.0 1.3 0.7 0.0
-2.284 0.447 2.3 2.2 -0.9 -1.4 1.3 1.2 0.6
-2.159 -0.097 2.3 1.7 -0.4 -1.3 1.2 0.2 0.0
-2.159 0.039 2.1 1.8 2.0 -1.7 1.1 0.0 0.0
-2.159 0.175 1.8 1.6 0.9 -2.7 1.0 0.2 0.0
-2.159 0.311 1.1 2.2 -1.2 -2.2 1.0 0.4 0.0
-2.159 0.447 0.9 2.7 -0.5 0.4 0.8 0.6 0.2
-2.159 0.583 1.1 3.4 0.1 -0.3 2.2 1.6 0.6
-2.049 -0.097 1.8 1.0 -1.1 -4.2 1.0 0.2 1.9
-2.049 0.039 1.5 1.3 1.6 -2.1 1.0 0.0 0.0
-2.049 0.175 0.9 2.5 1.2 0.0 1.0 0.2 0.0
-2.049 0.311 0.7 1.6 1.8 0.2 1.0 0.2 0.0
-2.049 0.447 1.0 3.2 0.5 -3.4 0.6 0.4 0.0
-2.049 0.583 1.0 2.6 -0.7 -0.6 1.7 1.0 0.0
, RC

TABLE II. Systematic uncertainty inF2 due to various sources
~continued!. Numbers are in %. TR5 trigger efficiency, RE5
reconstruction efficiency, EA5 absolute energy scale, ER5 rela-
tive energy scale between beam and forward spectrometers, RC5
radiative correction, RS5 variation inRSLAC, and BN5 bin cen-
tering and bin edge effects.

Bin center Proton
log10x log10Q

2 TR RE EA ER RC RS BN

-1.912 0.175 1.1 2.4 -0.6 -4.6 0.9 0.0 0.0
-1.912 0.311 0.9 0.6 0.9 -2.3 0.9 0.1 0.0
-1.912 0.447 0.8 0.9 0.7 1.6 0.6 0.1 0.0
-1.912 0.583 0.8 1.5 0.4 -1.5 1.2 0.5 0.0
-1.912 0.719 0.9 1.7 2.1 -1.1 1.4 1.3 0.1
-1.912 0.855 1.2 1.6 -1.2 -0.8 1.9 2.0 0.6
-1.762 0.175 1.2 0.7 2.4 -1.2 1.0 0.0 0.3
-1.762 0.311 0.9 1.5 1.5 -1.3 1.0 0.0 0.0
-1.762 0.447 0.6 0.6 -0.3 -5.0 0.6 0.0 0.3
-1.762 0.583 0.7 1.6 -0.5 -1.0 0.7 0.3 0.0
-1.762 0.719 0.4 1.0 0.5 -0.5 1.0 0.6 0.0
-1.762 0.855 1.0 2.6 1.3 -0.2 1.1 0.9 0.1
-1.762 0.991 1.3 2.6 2.4 0.0 1.6 1.8 0.5
-1.611 0.447 0.5 1.3 -2.6 -2.7 0.6 0.0 0.3
-1.611 0.583 0.6 0.9 1.6 0.2 0.7 0.2 0.0
-1.611 0.719 0.4 1.2 -0.6 -0.3 0.7 0.3 0.3
-1.611 0.855 0.9 1.3 0.8 -2.3 0.8 0.4 0.0
-1.611 0.991 0.6 2.0 -2.1 -1.6 0.9 0.8 0.1
-1.611 1.127 0.8 2.9 4.4 -0.7 1.2 1.6 1.5
-1.461 0.583 0.5 2.7 0.7 -5.1 0.7 0.0 0.1
-1.461 0.719 0.5 2.1 -0.3 -3.9 0.7 0.0 0.0
-1.461 0.855 0.4 1.5 0.7 1.5 0.6 0.1 0.0
-1.461 0.991 0.5 2.1 -0.1 -0.8 0.6 0.4 0.0
-1.461 1.127 0.8 2.1 -0.1 0.1 0.7 0.8 0.0
-1.310 0.719 0.3 1.9 0.3 -0.8 0.6 0.0 0.1
-1.310 0.855 0.4 0.7 0.0 -1.7 0.6 0.1 0.0
-1.310 0.991 0.4 1.6 1.4 -2.6 0.4 0.2 0.0
-1.310 1.127 0.1 1.3 0.1 -1.6 0.5 0.3 0.0
-1.310 1.263 0.5 2.3 1.5 -0.9 0.6 0.8 0.2
-1.310 1.399 0.8 5.7 -0.1 -0.4 0.9 1.8 1.3
-1.160 0.991 0.4 1.0 1.0 -0.7 0.5 0.1 0.3
-1.160 1.127 0.5 2.3 0.3 -1.8 0.4 0.1 0.3
-1.160 1.263 0.3 3.7 -1.0 -1.2 0.4 0.4 0.3
-1.160 1.399 0.4 2.2 -0.8 0.8 0.6 0.8 0.2
-1.160 1.535 0.7 1.9 5.2 1.0 0.8 1.5 2.7
-1.009 0.991 0.2 1.6 1.2 -3.4 0.4 0.0 2.2
-1.009 1.127 0.5 0.5 1.2 -1.5 0.4 0.0 0.2
-1.009 1.263 0.2 2.4 -0.5 -3.1 0.4 0.2 0.3
-1.009 1.399 0.3 2.5 -0.1 -3.4 0.5 0.3 0.0
-1.009 1.535 0.2 2.5 -0.8 -1.4 0.6 0.8 1.9
-0.762 1.263 0.5 0.7 3.0 -1.3 0.4 0.2 1.3
-0.762 1.399 0.2 2.3 0.8 1.2 0.2 0.0 0.8
-0.762 1.535 0.2 2.3 1.2 -1.0 0.3 0.2 0.7
-0.762 1.671 0.3 2.7 -0.8 -0.7 0.4 0.4 5.5
-0.412 1.671 0.6 1.1 2.2 -0.8 0.0 0.0 2.9
-0.412 1.808 0.3 2.4 1.1 -0.6 0.0 0.3 11.2
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TABLE III. Systematic uncertainty inF2 due to various sources
~continued!. Numbers are in %. TR5 trigger efficiency, RE5
reconstruction efficiency, EA5 absolute energy scale, ER5 rela-
tive energy scale between beam and forward spectrometers, R5
radiative correction, RS5 variation inRSLAC, and BN5 bin cen-
tering and bin edge effects.

Bin center Deuteron
log10x log10Q

2 TR RE EA ER RC RS BN

-3.049 -0.641 2.5 9.0 -7.5 0.4 1.0 0.9 0.9
-3.049 -0.505 3.1 1.5 -0.6 -0.3 1.3 1.5 0.6
-3.049 -0.369 2.7 7.3 -0.6 -0.6 1.5 2.1 0.2
-3.049 -0.233 3.0 5.3 3.3 0.0 1.9 2.9 2.3
-2.907 -0.641 32.8 10.0 -3.2 1.8 1.0 0.5 0.9
-2.907 -0.505 5.9 3.7 -3.6 0.0 1.3 0.9 0.6
-2.907 -0.369 3.0 1.3 -0.8 -0.6 1.3 1.1 0.0
-2.907 -0.233 2.3 2.5 -0.2 -0.9 1.6 1.6 0.0
-2.907 -0.097 2.7 1.8 2.8 -0.7 1.8 2.5 2.0
-2.756 -0.641 58.2 0.0 -5.4 -6.5 1.2 0.2 1.2
-2.756 -0.505 5.2 1.8 -3.4 -0.6 1.3 0.3 0.6
-2.756 -0.369 2.6 2.1 -1.4 0.7 1.3 0.5 0.5
-2.756 -0.233 1.9 4.4 -0.2 -1.5 1.1 0.6 0.0
-2.756 -0.097 2.0 3.6 0.5 -0.6 1.4 1.4 0.5
-2.609 -0.505 2.2 2.2 -2.4 0.3 1.3 0.0 0.7
-2.609 -0.369 3.6 1.3 -2.3 -1.0 1.0 0.3 0.5
-2.609 -0.233 2.4 1.8 0.6 -0.2 1.2 0.4 0.0
-2.609 -0.097 2.0 2.1 0.2 -1.0 1.1 0.5 0.0
-2.609 0.039 1.8 1.3 0.3 -0.3 1.3 1.4 0.3
-2.609 0.175 2.1 1.3 1.4 -1.1 1.7 2.2 0.5
-2.432 -0.369 4.1 1.7 -2.9 -1.8 1.2 0.0 0.5
-2.432 -0.233 1.9 1.0 -1.0 -2.0 1.1 0.2 0.4
-2.432 -0.097 1.5 1.5 0.0 -2.1 1.0 0.4 0.0
-2.432 0.039 1.6 1.5 0.5 -1.1 1.1 0.5 0.3
-2.432 0.175 1.5 1.3 0.3 -0.5 1.2 0.8 0.3
-2.432 0.311 1.8 1.1 0.5 -0.3 1.6 1.4 0.9
-2.284 -0.369 3.2 5.2 -3.7 0.3 1.3 0.3 0.6
-2.284 -0.233 2.9 1.3 -0.4 -2.5 1.1 0.0 0.0
-2.284 -0.097 3.2 0.7 1.3 -0.7 1.0 0.2 0.0
-2.284 0.039 1.8 2.0 0.0 -1.6 0.9 0.2 0.0
-2.284 0.175 1.1 1.0 0.7 -1.7 1.0 0.4 0.0
-2.284 0.311 1.1 0.9 1.7 -0.7 1.2 0.7 0.0
-2.284 0.447 2.2 2.0 -0.1 -0.7 1.1 1.4 0.2
-2.159 -0.097 1.8 1.6 0.4 -1.7 1.0 0.0 0.0
-2.159 0.039 2.4 1.7 0.8 -1.8 0.9 0.0 0.0
-2.159 0.175 0.9 1.9 0.1 -1.2 1.0 0.3 0.0
-2.159 0.311 1.0 2.3 -1.1 -1.6 0.9 0.4 0.0
-2.159 0.447 1.0 2.8 0.7 -0.5 0.8 0.8 0.0
-2.159 0.583 1.2 3.4 0.1 -1.3 1.9 1.7 0.7
-2.049 -0.097 1.7 1.2 1.2 -3.9 1.0 0.0 2.7
-2.049 0.039 1.4 1.5 0.5 -2.3 1.0 0.0 0.3
-2.049 0.175 0.9 2.4 0.9 -1.5 0.8 0.1 0.0
-2.049 0.311 1.0 1.5 0.2 -0.8 0.8 0.1 0.0
-2.049 0.447 1.1 3.2 0.9 -2.2 0.7 0.3 0.0
-2.049 0.583 0.9 2.5 -1.2 0.0 1.5 1.0 0.2
C

TABLE IV. Systematic uncertainty inF2 due to various sources
~continued!. Numbers are in %. TR5 trigger efficiency, RE5
reconstruction efficiency, EA5 absolute energy scale, ER5 rela-
tive energy scale between beam and forward spectrometers, RC5
radiative correction, RS5 variation inRSLAC, and BN5 bin cen-
tering and bin edge effects.

Bin center Deuteron
log10x log10Q

2 TR RE EA ER RC RS BN

-1.912 0.175 1.0 2.3 0.3 -3.7 0.9 0.0 0.0
-1.912 0.311 1.0 0.6 0.0 -1.9 0.8 0.1 0.0
-1.912 0.447 0.7 1.0 0.5 0.4 0.7 0.1 0.0
-1.912 0.583 0.7 1.5 1.2 -1.0 1.0 0.5 0.2
-1.912 0.719 0.9 1.6 0.7 0.2 1.2 1.3 0.2
-1.912 0.855 1.2 1.7 0.4 -1.1 1.6 2.0 0.3
-1.762 0.175 1.1 0.6 1.4 -1.4 0.9 0.0 0.6
-1.762 0.311 0.8 1.4 0.0 -1.3 0.8 0.0 0.3
-1.762 0.447 0.7 0.7 -0.7 -4.9 0.6 0.1 0.0
-1.762 0.583 0.9 1.5 -0.3 -0.9 0.7 0.2 0.0
-1.762 0.719 0.4 1.1 -0.2 -2.0 0.7 0.5 0.0
-1.762 0.855 1.0 2.7 2.6 0.2 0.9 0.9 0.1
-1.762 0.991 1.3 2.7 0.3 -0.4 1.4 1.9 1.1
-1.611 0.447 0.6 1.2 -1.4 -2.1 0.5 0.0 0.4
-1.611 0.583 0.6 0.8 0.4 -1.8 0.5 0.1 0.0
-1.611 0.719 0.4 1.4 -0.5 -0.9 0.7 0.3 0.0
-1.611 0.855 1.0 1.4 1.0 -0.5 0.6 0.4 0.0
-1.611 0.991 0.7 2.1 -0.1 -0.2 0.7 0.7 0.0
-1.611 1.127 0.8 2.9 3.3 -0.8 1.0 1.7 0.2
-1.461 0.583 0.5 2.9 1.3 -2.1 0.6 0.0 0.1
-1.461 0.719 0.4 2.0 1.2 -1.9 0.5 0.0 0.0
-1.461 0.855 0.4 1.2 0.7 -1.2 0.5 0.1 0.0
-1.461 0.991 0.4 1.9 1.5 -0.9 0.6 0.3 0.0
-1.461 1.127 0.7 1.9 -0.6 -0.9 0.8 0.7 0.0
-1.310 0.719 0.5 1.6 -1.1 -2.3 0.6 0.0 1.1
-1.310 0.855 0.4 0.9 1.6 -2.4 0.5 0.1 0.0
-1.310 0.991 0.4 1.7 -0.4 -2.4 0.5 0.1 0.0
-1.310 1.127 0.3 1.4 0.1 -0.4 0.5 0.4 0.0
-1.310 1.263 0.5 2.0 1.2 0.0 0.5 0.8 0.0
-1.310 1.399 0.7 6.0 4.5 1.1 0.7 1.5 8.7
-1.160 0.991 0.3 1.2 -0.7 -2.1 0.4 0.1 0.0
-1.160 1.127 0.5 2.5 0.9 -2.0 0.4 0.1 0.0
-1.160 1.263 0.2 3.5 -0.5 -2.4 0.4 0.3 0.0
-1.160 1.399 0.4 2.2 -1.4 -2.3 0.5 0.7 0.3
-1.160 1.535 0.5 2.1 -2.3 -0.5 0.7 1.7 7.3
-1.009 0.991 0.2 1.7 1.1 -1.5 0.3 0.1 1.0
-1.009 1.127 0.5 0.5 1.8 -1.1 0.2 0.2 0.3
-1.009 1.263 0.3 2.4 1.3 -2.4 0.3 0.1 0.3
-1.009 1.399 0.3 2.3 1.9 -0.3 0.3 0.3 0.0
-1.009 1.535 0.2 2.5 -0.3 -0.5 0.4 0.7 1.2
-0.762 1.263 0.4 0.8 0.2 0.2 0.2 0.0 0.9
-0.762 1.399 0.2 2.1 2.2 -0.9 0.2 0.0 0.4
-0.762 1.535 0.2 2.4 0.5 -0.7 0.4 0.2 0.4
-0.762 1.671 0.4 2.7 0.7 0.0 0.3 0.3 1.2
-0.412 1.671 0.4 0.9 2.3 2.3 0.0 0.4 1.0
-0.412 1.808 0.0 3.1 5.0 5.0 0.0 0.0 8.0
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quired to contribute to the scattered muon track to ens
good resolution. The efficiency of this requirement is me
sured from the data and Monte Carlo simulation indepe
dently ~see Sec. IV D 3!, and a final adjustment is made t
make the Monte Carlo simulation match the data in this r
spect. The change inF2 when this adjustment is removed i
given in the column marked DS in Tables A.4–A.6 of@48#.
The uncertainty in the efficiency of the DC-PSA requireme
is estimated to be the full size of this change~which is usu-
ally less than 3%!.

TABLE V. Fitted parameters forF2 function.

Parameter Proton Deuteron

a1 -0.06046 0.0074 -0.16126 0.0044
a2 0.19626 0.2497 3.10436 0.2797
a3 0.05276 0.0074 0.34376 0.0139
a4 -0.74236 0.0078 -0.56766 0.0100
a5 6.00616 0.0083 5.94516 0.0051
a6 -9.97706 0.0087 -10.18436 0.0068
a7 5.10076 0.0092 4.73676 0.0149
b1 1.06866 0.0879 0.01006 0.0325
b2 -8.49206 1.4581 -1.25156 1.8536
b3 -0.00416 0.0101 0.02966 0.0084
b4 0.04606 0.0269 0.01466 0.0046
c1 0.36776 0.0256 0.41186 0.0259
c2 0.01236 0.0028 0.01126 0.0022

FIG. 33. ~left! Final data and Monte Carlo simulation compar
sons of inclusive distributions. The distributions are normalized
integrate to unity before the comparison.~right! The ratio
~data/MC! of the normalized data and Monte Carlo distribution
Escat is the scattered muon energy; the other variables have th
usual meaning.
ure
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d. Combined uncertainty in reconstruction efficiency
Since the three sources of uncertainty mentioned above a
independent, they are combined in quadrature to arrive at t
uncertainty inF2. This is quoted in the column marked RE in
Tables I–IV.

3. Absolute energy scale error

The uncertainty in the absolute energy scale is estimate
at 0.35%. The kinematics of each event in the data is re
evaluated after the beam and scattered muon momenta
scaled up by a factor of 1.0035 while preserving the scatte
ing angle. The events are then subjected to the standa
structure function analysis. The procedure is then repeat
while all energies are scaled down by the same factor. Ha
of the difference between theF2 obtained from these proce-
dures is quoted as the systematic uncertainty due to the e
ergy scale error~Tables I–IV, column EA!. The sign gives
the direction of the change inF2 if the true energy scale were
higher than what we nominally use.

4. Relative energy scale error

The uncertainty in the relative energy scale between th
beam and forward spectrometers is estimated at 0.3%. T
kinematics of each event in the data is reevaluated after th
beam momentum is increased by a factor of 1.0015 and th
scattered muon momentum is decreased by the same fac
while preserving the scattering angle. The events are the
subjected to the standard structure function analysis. Th

i-
to

s.
eir

FIG. 34. ~left! Final data and Monte Carlo simulation compari-
sons of inclusive distributions. The distributions are normalized t
integrate to unity before the comparison.~right! The ratio
~data/MC! of the normalized data and Monte Carlo distributions.
u is the muon scattering angle in radians; the other variables ha
their usual meaning.
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procedure is then repeated while the directions of the tw
changes are reversed. Half of the difference between
F2 obtained from these procedures is quoted as the syste
atic uncertainty due to the relative energy scale error~Tables
I–IV, column ER!. The sign gives the direction of the
change inF2 if the true muon energy loss were higher tha
what we nominally measure.

5. Radiative corrections

The uncertainty in the calculated radiative correction
arises from approximations in the calculational technique
self and the uncertainty in the inputF2. The uncertainty in
the calculation is taken as 4% of itself as discussed in S
VII. This corresponds to an uncertainty inF2 of less than
2%.

The kinematic plane inQ2-W is divided into three re-
gions: the lowW region including the elastic region, the
high-W–low Q2 region including photoproduction, and the
high-W–high-Q2 region. The lowW region is defined by
W,5 GeV. For the highW region, the low and highQ2

regions are demarcated byQ253 GeV2. The inputF2 is
varied independently in each of the three kinematic regio
by the measurement errors. The elastic cross sections and
low W structure functions are varied together in both dire
tions by 5% and 10%, respectively@38,39,64#. In each case,

FIG. 35. ~left! Final data and Monte Carlo simulation compari
sons of inclusive distributions. The distributions are normalized
integrate to unity before the comparison.~right! The ratio
~data/MC! of the normalized data and Monte Carlo distributions
Ym andZm are the transverse coordinates of the reconstructed sc
tered muon at the longitudinal positionX54 m, which is just
downstream of the CCM magnet.f is the azimuthal angle of the
muon scatter in radians.
o
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the high-W–low-Q2 and the high-W–high-Q2 structure
functions are varied in opposite directions by 10%. It i
found that this variation pattern maximizes the change in t
calculated radiative corrections. This procedure allows for
change in the overall magnitude ofF2 as well as a change in
the slope with respect toQ2 andW. The uncertainties in the

TABLE VI. Table of F2 with statistical and kinematics-
dependent systematic uncertainties~in %!.

Bin center Proton Deuteron
log10x log10Q

2 F2 dF2 dF2 F2 dF2 dF2

stat syst stat syst

-3.049 -0.641 0.140 16.2 10.7 0.112 14.0 12.1
-3.049 -0.505 0.179 7.7 5.3 0.167 6.0 4.1
-3.049 -0.369 0.271 4.9 8.9 0.248 4.1 8.3
-3.049 -0.233 0.367 6.5 7.7 0.369 5.2 8.1
-2.907 -0.641 0.124 17.9 41.5 0.109 14.4 34.6
-2.907 -0.505 0.187 5.2 5.3 0.167 4.6 8.0
-2.907 -0.369 0.228 3.9 5.3 0.239 3.0 3.8
-2.907 -0.233 0.301 3.7 4.6 0.288 3.0 4.2
-2.907 -0.097 0.341 4.9 5.5 0.341 4.0 5.7
-2.756 -0.641 0.088 21.8 61.0 0.083 19.7 58.8
-2.756 -0.505 0.187 8.0 9.0 0.176 7.0 6.6
-2.756 -0.369 0.232 4.9 4.1 0.206 4.2 4.0
-2.756 -0.233 0.245 4.9 5.2 0.272 3.6 5.2
-2.756 -0.097 0.320 4.8 4.8 0.312 4.0 4.6
-2.609 -0.505 0.149 8.1 10.4 0.144 6.9 4.2
-2.609 -0.369 0.204 4.6 4.3 0.197 3.7 4.7
-2.609 -0.233 0.262 3.5 3.1 0.250 2.8 3.3
-2.609 -0.097 0.306 3.9 3.2 0.302 3.0 3.3
-2.609 0.039 0.357 4.5 3.3 0.372 3.4 3.0
-2.609 0.175 0.434 5.5 4.9 0.418 4.5 4.1
-2.432 -0.369 0.194 5.4 5.0 0.191 4.2 5.7
-2.432 -0.233 0.245 3.7 3.4 0.244 2.9 3.4
-2.432 -0.097 0.291 3.3 3.2 0.281 2.8 3.2
-2.432 0.039 0.317 4.4 2.9 0.314 3.4 2.8
-2.432 0.175 0.382 4.7 2.8 0.376 3.8 2.5
-2.432 0.311 0.445 6.2 3.8 0.442 4.7 3.2
-2.284 -0.369 0.178 6.5 8.3 0.175 5.2 7.3
-2.284 -0.233 0.238 4.2 5.0 0.241 3.4 4.2
-2.284 -0.097 0.270 4.0 3.7 0.273 3.2 3.7
-2.284 0.039 0.299 4.6 3.7 0.316 3.6 3.2
-2.284 0.175 0.337 5.7 2.2 0.351 4.4 2.6
-2.284 0.311 0.365 6.7 2.7 0.382 4.9 2.7
-2.284 0.447 0.441 7.4 4.0 0.427 5.7 3.6
-2.159 -0.097 0.272 4.0 3.4 0.259 3.2 3.2
-2.159 0.039 0.301 5.2 4.0 0.300 3.8 3.7
-2.159 0.175 0.329 5.4 3.9 0.344 4.2 2.6
-2.159 0.311 0.390 5.6 3.7 0.374 4.7 3.3
-2.159 0.447 0.412 6.0 3.1 0.425 4.8 3.2
-2.159 0.583 0.482 7.1 4.5 0.410 6.1 4.6
-2.049 -0.097 0.262 4.6 5.3 0.255 3.7 5.5
-2.049 0.039 0.281 5.2 3.5 0.313 3.9 3.3
-2.049 0.175 0.327 6.1 3.1 0.344 4.7 3.2
-2.049 0.311 0.422 6.0 2.7 0.417 5.0 2.2
-2.049 0.447 0.400 7.2 4.9 0.370 5.8 4.2
-2.049 0.583 0.490 6.8 3.5 0.409 6.0 3.5
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photoproduction cross section (;5% @21#!, the highW in-
elastic structure functions, and the interpolation betwe
them at very lowQ2 are taken into account.

Following this procedure, four sets of calculated radiativ
corrections are obtained, each of which is used to reevalu

TABLE VII. Table of F2 with statistical and systematic errors
~in %!, continued.

Bin center Proton Deuteron
log10x log10Q

2 F2 dF2 dF2 F2 dF2 dF2

stat syst stat syst

-1.912 0.175 0.313 4.7 5.4 0.309 3.5 4.6
-1.912 0.311 0.374 4.7 2.8 0.376 3.8 2.4
-1.912 0.447 0.377 6.0 2.2 0.368 4.4 1.5
-1.912 0.583 0.408 5.7 2.6 0.430 4.3 2.6
-1.912 0.719 0.403 6.8 3.6 0.413 5.1 2.6
-1.912 0.855 0.421 10.6 3.8 0.492 6.7 3.5
-1.762 0.175 0.336 5.0 3.2 0.360 3.9 2.5
-1.762 0.311 0.340 5.7 2.8 0.360 4.5 2.2
-1.762 0.447 0.361 7.1 5.1 0.354 5.3 5.1
-1.762 0.583 0.398 6.7 2.2 0.440 5.0 2.2
-1.762 0.719 0.437 6.7 1.7 0.429 5.4 2.5
-1.762 0.855 0.435 8.1 3.3 0.454 6.3 4.1
-1.762 0.991 0.499 9.2 4.5 0.453 7.9 4.0
-1.611 0.447 0.347 5.7 4.1 0.363 4.2 2.9
-1.611 0.583 0.320 7.3 2.0 0.360 4.7 2.2
-1.611 0.719 0.394 6.7 1.7 0.392 4.9 2.0
-1.611 0.855 0.450 5.5 3.1 0.433 4.7 2.1
-1.611 0.991 0.409 8.6 3.5 0.448 6.0 2.4
-1.611 1.127 0.521 9.6 5.9 0.463 8.1 4.9
-1.461 0.583 0.336 7.6 5.9 0.383 5.3 3.9
-1.461 0.719 0.434 6.4 4.6 0.402 5.3 3.0
-1.461 0.855 0.411 7.4 2.3 0.382 6.0 1.9
-1.461 0.991 0.456 8.3 2.4 0.373 7.1 2.7
-1.461 1.127 0.464 9.9 2.4 0.386 8.4 2.5
-1.310 0.719 0.383 6.0 2.2 0.394 4.6 3.3
-1.310 0.855 0.350 6.5 2.0 0.397 4.8 3.1
-1.310 0.991 0.430 6.6 3.4 0.371 5.6 3.0
-1.310 1.127 0.415 7.2 2.2 0.408 6.0 1.6
-1.310 1.263 0.470 9.9 3.1 0.460 7.8 2.6
-1.310 1.399 0.448 18.6 6.2 0.491 13.5 11.6
-1.160 0.991 0.362 10.6 1.7 0.375 7.3 2.6
-1.160 1.127 0.390 8.8 3.1 0.403 7.1 3.4
-1.160 1.263 0.378 12.0 4.0 0.308 10.0 4.3
-1.160 1.399 0.451 13.2 2.7 0.366 12.4 3.6
-1.160 1.535 0.183 76.8 6.5 0.411 26.9 8.2
-1.009 0.991 0.367 7.1 4.6 0.360 5.7 2.7
-1.009 1.127 0.454 6.4 2.1 0.334 6.3 2.2
-1.009 1.263 0.307 12.8 4.0 0.398 7.6 3.7
-1.009 1.399 0.394 10.9 4.3 0.346 9.3 3.0
-1.009 1.535 0.265 30.4 3.6 0.253 20.1 3.0
-0.762 1.263 0.302 8.2 3.6 0.278 6.2 1.3
-0.762 1.399 0.271 10.7 2.8 0.281 7.6 3.2
-0.762 1.535 0.304 13.3 2.9 0.296 9.9 2.6
-0.762 1.671 0.313 21.5 6.3 0.340 15.2 3.1
-0.412 1.671 0.205 23.7 4.0 0.147 20.4 3.6
-0.412 1.808 0.191 34.0 11.5 0.151 31.6 11.1
en

e
ate

the measuredF2. The fractional change in each case from
the standard measurement is discussed in Sec. 10.3.5
Tables A.7–A.9 of@48#.

The systematic uncertainty in the measuredF2 in each bin
is taken as half of the maximum variation between any tw
of the four measurements. The uncertainty from this sour
is usually less than 1.5%. It is added in quadrature with th

TABLE VIII. Bin acceptance for total muon cross section, with
statistical error~in %!.

Bin center
log10x log10Q

2 Acceptance Error~stat!

-3.049 -0.641 0.025 7.6
-3.049 -0.505 0.135 3.1
-3.049 -0.369 0.272 2.2
-3.049 -0.233 0.192 2.8
-2.907 -0.641 0.012 7.6
-2.907 -0.505 0.093 2.6
-2.907 -0.369 0.240 1.6
-2.907 -0.233 0.316 1.4
-2.907 -0.097 0.224 2.0
-2.756 -0.641 0.007 11.4
-2.756 -0.505 0.058 4.1
-2.756 -0.369 0.199 2.2
-2.756 -0.233 0.324 1.8
-2.756 -0.097 0.331 2.0
-2.609 -0.505 0.044 3.8
-2.609 -0.369 0.164 1.9
-2.609 -0.233 0.316 1.3
-2.609 -0.097 0.345 1.4
-2.609 0.039 0.331 1.6
-2.609 0.175 0.251 2.1
-2.432 -0.369 0.136 2.1
-2.432 -0.233 0.295 1.4
-2.432 -0.097 0.373 1.3
-2.432 0.039 0.345 1.5
-2.432 0.175 0.343 1.7
-2.432 0.311 0.322 2.1
-2.284 -0.369 0.122 2.7
-2.284 -0.233 0.281 1.8
-2.284 -0.097 0.387 1.5
-2.284 0.039 0.374 1.7
-2.284 0.175 0.341 1.9
-2.284 0.311 0.384 2.1
-2.284 0.447 0.394 2.4
-2.159 -0.097 0.382 1.5
-2.159 0.039 0.374 1.7
-2.159 0.175 0.343 1.9
-2.159 0.311 0.365 2.1
-2.159 0.447 0.448 2.2
-2.159 0.583 0.470 2.6
-2.049 -0.097 0.386 1.8
-2.049 0.039 0.382 1.9
-2.049 0.175 0.349 2.2
-2.049 0.311 0.345 2.4
-2.049 0.447 0.426 2.4
-2.049 0.583 0.522 2.6
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uncertainty in the calculational technique, to quote the tot
systematic uncertainty due to radiative corrections~column
RC, Tables I–IV!.

6. Variation in R

The extraction ofF2 from s1g requires the knowledge of
R5sL /sT . We have usedRSLAC, which is obtained from a

TABLE IX. Bin acceptance for total muon cross section, with
statistical error~in %!, continued.

Bin center
log10x log10Q

2 Acceptance Error~stat!

-1.912 0.175 0.361 1.5
-1.912 0.311 0.347 1.7
-1.912 0.447 0.427 1.7
-1.912 0.583 0.503 1.8
-1.912 0.719 0.592 2.0
-1.912 0.855 0.505 2.7
-1.762 0.175 0.351 1.9
-1.762 0.311 0.352 2.1
-1.762 0.447 0.395 2.2
-1.762 0.583 0.482 2.1
-1.762 0.719 0.579 2.3
-1.762 0.855 0.671 2.8
-1.762 0.991 0.581 3.4
-1.611 0.447 0.399 1.8
-1.611 0.583 0.484 1.8
-1.611 0.719 0.566 1.9
-1.611 0.855 0.669 1.9
-1.611 0.991 0.704 2.3
-1.611 1.127 0.561 3.5
-1.461 0.583 0.465 2.3
-1.461 0.719 0.560 2.3
-1.461 0.855 0.661 2.4
-1.461 0.991 0.715 2.6
-1.461 1.127 0.744 3.2
-1.310 0.719 0.565 1.9
-1.310 0.855 0.657 1.9
-1.310 0.991 0.737 2.0
-1.310 1.127 0.818 2.2
-1.310 1.263 0.699 3.1
-1.310 1.399 0.365 6.1
-1.160 0.991 0.705 2.6
-1.160 1.127 0.803 2.7
-1.160 1.263 0.805 3.0
-1.160 1.399 0.580 4.7
-1.160 1.535 0.260 10.9
-1.009 0.991 0.711 2.3
-1.009 1.127 0.775 2.4
-1.009 1.263 0.787 2.5
-1.009 1.399 0.784 3.5
-1.009 1.535 0.462 5.4
-0.762 1.263 0.833 1.9
-0.762 1.399 0.790 2.2
-0.762 1.535 0.641 3.2
-0.762 1.671 0.353 6.2
-0.412 1.671 0.433 6.3
-0.412 1.808 0.237 11.8
al

global analysis of SLAC data@53#. The given functional
form of the fittedRSLAC is used to evaluateR in the entire
range ofx andQ2 of this measurement. The details are pro
vided in Appendix C of@48#. The systematic uncertainty in
F2 is quoted by varyingRSLAC in both directions by the
given error on it. The fractional change inF2 due to either
variation inRSLAC is given in the columns markedRs1 and
Rs2 in Tables A.10–A.12 of@48#. Half of the difference is
quoted as the systematic uncertainty inF2 due to variation in
RSLAC ~under the column markedRS in Tables I–IV!. In
tables A.10-A.12 of@48# we have also quoted the fractiona
change inF2 when we assumeR50, andR5RQCD. The
parametric expression forRQCD that is used is given in Ap-
pendix C of@48#. In the column markedRA of Tables A.10–
A.12 of @48#, we quote the fractional change inF2 when we
useR calculated using the modified Martin-Roberts-Stirling
set A @MRS~A!# set of parton distributions in the modified
minimal subtraction (MS) scheme@65#. The change inF2
produced by these alternate choices forR is usually no more
than a few percent, except at the lowestx and highesty of
the data, where it is up to 10%.

7. Bin edges and bin centering

The kinematic boundaries inn andEscat cut through the
bins in x andQ2, making the bins at the edges of the kine
matic phase space difficult to understand. In order to sele
the usable bins, theF2 measurement is performed with the
set of cutsn.25 GeV,Escat.80 GeV and again with the
cuts n.50 GeV,Escat.120 GeV. In each case the accep
tance in each bin is recomputed from the Monte Carlo sim
lation using the same cuts. The measurements are compa
bin to bin, and any bin in which the measurement changes
more than 5% is removed. This method only removes th
edge bins. The finalF2 measurements are quoted in the re
maining bins. To measure the residual uncertainty due to t
kinematic cuts, the measurement is repeated using the c
n.25 GeV, Escat.90 GeV andn.45 GeV, Escat.110
GeV. Half of the difference in each bin is included in the
systematic uncertainty. A similar procedure is applied fo
understanding the effect of the cuts on theY andZ positions
of the scattered muon atX54 m and the maximum scatter-
ing angle cut. TheF2 measurement is repeated after remov
ing the maximum scattering angle cut, while maintaining th
Y andZ position cuts. The measurement changes only at t
high-Q2 edge bins and always less than 10% except in tw
bins. These two bins are removed. In the remaining bins t
change is used as an estimate of the systematic uncerta
due to the combination of bin edge effects and the detec
modeling at large scattering angles.

The structure function is defined at kinematic points
however, the measurement is performed in bins~the bin
width is about 30% inxBj andQ

2). This means the measure-
ment produces a bin-integrated average. In order to quot
value at bin center, an estimate of the derivatives ofF2 be-
yond the first derivative is required~for a linear function, the
bin-integrated average is equal to the value at bin cente!.
We have used the parametrization ofF2 described in Appen-
dix XII to estimate the correction due to the derivatives be
yond first order. We have chosen to quoteF2 at the center of
the bin in log10x and log10Q

2. The bin-centering correction



The
ed.

3040 54M. R. ADAMS et al.
FIG. 36. ProtonF2 vsQ
2 ~GeV2) in xBj bins. The points have been multiplied by the factors indicated in parentheses for clarity.

error bars indicate the sum in quadrature of the statistical and systematic uncertainties. The normalization uncertainty is not includ
is

-
-

-

-

is performed by weighting each event in the data by the ra
F2(log10xc , log10Qc

2)/F2(log10x,logQ
2), where F2 is ob-

tained from the parametrization and the subscriptc denotes
bin center. The bin-centering correction is small except at
lowestx, where it is about 5%, and abovex of 0.1 ~where the
bins are wide!, where it is about 10%. The systematic unce
tainty is estimated by using instead a parametrization fitted
our data. The difference is negligible except at the high
and lowestx of the data. It is included in quadrature as th
systematic uncertainty in the bin-centering correction. T
column marked BN in Tables I–IV shows the quadratur
combined uncertainty from all the bin edge and bin-centeri
effects discussed above.

8. Systematic uncertainty independent of kinematics

Certain sources of error are independent of the scatter
kinematics; hence, they lead to an uncertainty in the ove
normalization ofF2.

The contributions from the uncertainty in measuremen
related to the luminosity are as follows: beam spectrome
response 0.2%, random beam prescale factor 0.15%, nom
target length 0.035%, uncertainty in target length due to t
get wall curvature 0.5%, and effective density for pure ta
gets hydrogen 0.05% and deuterium 0.6%. The statisti
tio

the
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uncertainty on the final number of random beam events
0.34% for hydrogen and 0.53% for deuterium~following
empty target subtraction!. Adding in quadrature, these
amount to a total uncertainty in the luminosity of 0.7% for
hydrogen and 1.0% for deuterium.

The uncertainty in the trigger logic simulation is 1.3%,
and it was shown that this is not sensitive to scattering kine
matics. Hence we include it in the overall normalization un
certainty. Finally, the muon-match efficiency was shown to
be fairly independent of momentum and position of the
muon, within about 1%. We include an uncertainty of 1%
from this source. Therefore the total uncertainty in the over
all normalization ofF2 is 1.8% for hydrogen and 1.9% for
deuterium, obtained by adding the contributions in quadra
ture.

D. Fitting the measuredF 2

In order to fit F2 over our kinematic range, we use a
parametric function that is motivated in part by the function
used by NMC@12# and in part by the parametrization of
Donnachie and Landshoff@28#. We define the functions

A~x!5xa1~12x!a2@a31a4~12x!1a5~12x!21a6~12x!3

1a7~12x!4#,
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FIG. 37. DeuteronF2 vsQ
2 ~GeV2) in xBj bins.
al

ve

of
he
to
ta.

en-
d
-

-

B~x!5b11b2x1b3 /~x1b4!,

f hiQ25A~x!F ln~Q2/L2!

ln~Q0
2/L2!G

B~x!

,

Q0
2520 GeV2,

L5250 MeV,

f loQ25c1x
20.0808S Q2

Q21~c1/0.604!
0.9252D 1.0808

3@11c2~W220!#,

g5
1

11e~Q223!/1.5
,

F2
fit5 f loQ23g1 f hiQ23~12g!, ~9.1!

whereQ2 is in GeV2 andW is in GeV. The functionf hiQ2 is
motivated by QCD evolution, whilef loQ2 follows a form
approaching the photoproduction limit. The functiong is
used to make a smooth transition withQ2 between the two
functions. Except for thec2 term, f loQ2 is constrained to
match the real photoproduction cross section. Thec2 term is
introduced to fit the observed departure of theW dependence
of the virtual photoproduction cross section from the re
photoproduction cross section.

As we showed in Sec. III, the acceptance and the radiati
corrections made to the raw event count to extractF2 in fact
depend on the structure function. Hence we use the results
the fit in an iterative process to force consistency between t
input and the output structure function. However, we have
be careful not to extend the fit beyond the range of the da
We find that the strength of the E665 data lies at lowx and
low Q2, while the high-x–high-Q2 regime has been mea-
sured extensively by NMC and BCDMS, connecting
smoothly with the high-x–low-Q2 data from SLAC. Hence
we use the parametrization of those data described in App
dix XII for x.0.05 and the fit to the E665 data describe
above forx,0.05. In addition, we do not measure the struc
ture function at very lowQ2, i.e.,Q2,0.2 GeV2. Hence we
connect our fit smoothly with the Donnachie-Landshoff pa
rametrization at lowerQ2 which matches the real photopro-
duction cross section atQ250. Denoting the globalF2 func-
tion of Appendix XII as F2

global ~which includes the
Donnachie-Landshoff parametrization at lowQ2 and the
SLAC-NMC-BCDMS fit at highx), we use the following
function in the rangex,0.05,W.8 GeV to iterate the ex-
traction of the corrections:



3042 54M. R. ADAMS et al.
FIG. 38. ProtonF2 vs xB j in Q2 ~GeV2) bins.
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F2
iterate5F2

fitQ~ log10Q
211.0!1@12Q~ log10Q

211.0!#

3FF2
global1

F2
fit2F2

global

~ log10Q
2!2

G , ~9.2!

whereQ is the step function which is unity when the arg
ment is positive and zero when it is negative. Outside
rangex,0.05,W.8 GeV, we maintain the use ofF2

global.
This newF2 is used to recalculate the radiative correctio
and reweight the events in the Monte Carlo simulation u
to calculate the acceptance corrections. Since theF2

global

function roughly describes our data, the typical change in
measuredF2 after the first iteration is only about 1%. Afte
four iterations the change inF2 is less than 0.05%, and w
stop iterating. It should be mentioned that the variables u
in this context for the Monte Carlo reweighting are the ha
ronic variables; i.e., they describe the kinematics of the t
single virtual photon that interacts with the nucleon. They
not agree with the kinematics at the muon vertex in the c
that a real radiative photon is emitted.

The fit is performed after all systematic effects have be
investigated. The error on each point used in the fit is
quadrature sum of the statistical error from the data, the
tistical error on the Monte Carlo correction, and t
kinematics-dependent systematic uncertainty. The un
tainty in the overall normalization is not included. The fitte
u-
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parameters and their respective errors are given below
Table V. It should be noted that the errors on some of the
parameters are correlated. For each target there are 91
points. The fit to the protonF2 gives x2/NDF50.88, while
the fit to the deuteronF2 givesx2/NDF50.93.

E. Final data and Monte Carlo simulation comparisons

The Monte Carlo simulation obtained after the final itera
tion is used to make comparisons of inclusive distributio
with the data. All the analysis cuts made for theF2 measure-
ment are made both on the data and the Monte Carlo sim
lation. The inclusive distributions are self-normalized~i.e.,
integrate to unity! before the comparison. The distribution
from the data and the Monte Carlo simulation are superpos
on the left side in Figs. 33, 34, and 35, and the correspond
data/MC ratio is shown on the right side. The distribution
agree to within 10% or better over most of the kinemat
range.

F. Results

The results on the structure functionF2 are given in
Tables VI and VII for the proton and the deuteron. The st
tistical and kinematics-dependent systematic uncertaint
are quoted in percent ofF2. The systematic uncertainty is the
quadrature sum of the seven different uncertainties quoted
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FIG. 39. DeuteronF2 vs xBj in Q2 ~GeV2) bins.
FIG. 40. ProtonF2 vsQ
2 ~GeV2) in xBj bins, with curves showing the fit to the data and the globalF2 parametrization~Appendix XII!.
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FIG. 41. DeuteronF2 vsQ
2 ~GeV2) in xBj bins, with curves showing the fit to the data and the globalF2 parametrization.
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Tables I–IV for each bin. The overall normalization unce
tainty discussed in Sec. IX C 8 is not included in the quot
systematic uncertainty.

Tables VIII and IX show the total acceptance for th
muon cross section computed for each bin from the Mon
Carlo simulation. The statistical uncertainty in the comput
acceptance, due to the Monte Carlo statistics, is also give
percent of the acceptance. The statistical uncertainty in
acceptance correction is included in quadrature with the s
tistical uncertainty in the data, in the quoted statistical err
on F2. The bin acceptance, denoted bye in Eq. ~3.5!, in-
cludes all the detector-related effects affecting the measu
ment of the total muon cross section. These include the tr
ger and reconstruction efficiencies as well as the multip
scattering and resolution smearing effects indicated in Fig

The structure functionF2 is plotted againstQ2 in x bins
in Figs. 36 and 37. In these and all subsequent plots of E6
and other data, the error bars represent the quadrature su
the statistical and systematic uncertainties. However,
overall normalization uncertainty will not be included in an
of the errors shown. Figures 38 and 39 showF2 plotted
againstx in Q2 bins. In Figs. 40–43, the data are compare
with the globalF2 parametrization~dotted lines!, as well as
with the fit described in Sec. IX D~dashed lines!. While the
F2 parametrization gives a good qualitative description
the data at lowx andQ2, the fit gives a better description o
-
d

e
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d
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the slope ofF2 with respect toQ
2 at fixedx and the slope of

F2 with respect tox at fixedQ2.
The logarithmic derivative ofF2 with respect toQ2 at

fixedx (] lnF2 /] lnQ
2) is plotted vsx in Fig. 44. Also shown

in Fig. 44 is the value of the slope of 1.0808 in the phot
production limit, extracted from the high energy behavior
the real photoproduction cross section~see discussion in
@28#!.

The logarithmic derivative] lnF2 /] lnx at fixed Q2 is
shown in Fig. 45. The high energy photoproduction lim
derived from the Donnachie-Landshoff model is shown, as
the typical slope of;20.3 derived@65# from the highQ2

HERA data (F2;x20.3).
In this analysis the proton and deuteron structure fun

tions are measured separately. We use linear fits similar
those shown in Figs. 10.12–12.17 of@48# to extract the value
of the proton and deuteronF2 at the centralQ

2 in eachx bin.
The deuteron-to-proton structure function ratio extracted
this way is shown as a function ofx by the stars in Fig. 46.
An independent analysis of the E665 data has been p
formed @53,66# with the goal of measuring the deuteron-to
proton structure function ratio directly, by exploiting the can
cellation of acceptance corrections. The results on the ra
from the ‘‘direct’’ analysis@53,66# are also shown in Fig. 46
~circles!. Within the uncertainties, the results onF2

d/F2
p from
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FIG. 42. ProtonF2 vs xBj in Q2 ~GeV2) bins, with curves showing the fit to the data and the globalF2 parametrization.
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the two analyses are in good agreement. The ‘‘direct’’ ana
sis uses the data from the calorimeter trigger in addition
the SAT to extend the range of theF2

d/F2
p measurement to

lower x.

X. COMPARISONS AND CONCLUSIONS

In this section we compare our structure function resu
with measurements from other experiments and with the
retical models. The structure functionF2 can be analyzed
using the perturbative QCD formalism at highQ2 or in terms
of the nonperturbative hadronic photon picture which is us
ally applied at lowQ2. We will briefly review some of the
current models that use these techniques and compare t
with the data. We will also compare the data with theF2
results from NMC and HERA.

A. Comparisons with other experiments

The highQ2, largex range of the E665 data overlaps wit
the NMC structure function measurements@67#. The com-
parison between the two measurements is shown in Figs
and 48. The two measurements are in good agreement. N
that this region of overlap is thex range where there is cur-
rently a disagreement between the NMC values ofF2 and the
nuclear-effect-corrected values from the CCFR neutrino e
periment. The E665 data also overlap significantly with t
ly-
to

lts
o-

u-

hem

h

. 47
ote

x-
he

HERA data inx, though the HERA data are at higherQ2. In
Figs. 49 and 50 we show the E665 data with the ZEUS da
@68# and the H1 data@69#, respectively, as a function ofQ2

in bins of x. Not all the E665 data are shown; only thos
E665x bins which contain the correspondingx value of the
HERA data are shown. In one plot the differentx bins are
scaled by powers of 10 for clarity; in the other plot the dat
in the differentx bins are shown without any scale factors
The same symbols are used for the differentx bins in the two
plots. We see that the two experiments together cover a ve
large dynamic range inx andQ2. In eachx bin we expect a
smooth connection inQ2 between the two data sets. We hav
superimposedF2 model calculations from Badełek and
Kwieciński ~discussed below! to guide the eye in this regard.
We see that the two data sets do indeed connect with ea
other quite smoothly as a function ofQ2.

The comparison with the HERA data shows the pattern
F2 scaling and scaling violations over a very large range
x and Q2. It also shows that thex dependence ofF2 is
different at low and highQ2. The rise inF2 with decreasing
x is weaker in the lowerQ2 E665 data than it is in the higher
Q2 HERA data. This difference is quantified in Fig. 45
which shows the logarithmic derivative ofF2 with respect to
x. The transition in thex dependence~i.e.,W dependence! at
fixed Q2 appears to start nearQ2510 GeV2, in the E665
data.
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FIG. 43. DeuteronF2 vs xBj in Q2 ~GeV2) bins, with curves showing the fit to the data and the globalF2 parametrization.
pe
FIG. 44. Logarithmic derivative ofF2 with respect toQ2

(] lnF2 /] lnQ
2) at fixed x, shown vsx for protons and deuterons.

The photoproduction limit@28# derived from real photon-proton
cross-section measurements is also shown.
FIG. 45. Logarithmic derivative ofF2 with respect to x
(] lnF2 /] lnx) at fixedQ

2, shown vsQ2 for protons and deuterons.
The photoproduction limit@28# derived from real photon-proton
cross-section measurements is also shown, and the typical slo
@65# measured with the highQ2 HERA data is indicated.
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B. QCD-evolved leading twist structure functions

The QCD radiation from quarks and gluons causes
apparent quark and gluon density, and hence the struc
functions, to change with the momentum scale of the pho
At highQ2, where the ‘‘higher twist’’ effects are expected
be small, the photon dominantly is absorbed by individ
partons. The accompanying QCD radiative effects can
calculated in field theory. Hence an analysis of the struct
function data based on QCD evolution can be used to ob

FIG. 46. The deuteron-to-proton structure function ratio, m
sured by taking the ratio of the absolute structure functions in
analysis~stars! and by an independent ‘‘direct’’ analysis@66# of the
ratio ~circles!.

FIG. 47. ProtonF2 from E665 and NMC@67# overplotted vs
Q2 in x bins. In certainx bins one of the two experiments ha
multiple data points because the actual binning inx is narrower. In
these cases all the data points falling in those bins are shown.
points have been multiplied by the factors indicated in parenthe
for clarity.
the
ture
ton.
to
ual
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a set of universal parton distributions. The usefulness o
these universal parton distributions is that they can then b
used to calculate any hard scattering cross section.

We compare the data with theF2 model of Glück, Reya,
and Vogt~GRV! which performs QCD evolution up from a
low momentum scale (m0

250.3 GeV2). This model uses an
ansatzthat the parton distributions have valencelike behav
ior ~approach zero asx→0) at the low momentum scale. It is
based on next-to-leading order~NLO! QCD calculations
with no higher twist contributions~leading twist, i.e., twist 2
only!. In the Figs. 51, 52, 53, and 54, the measuredF2 is
compared with theF2 calculated from the GRV model@70#.
The GRV calculation breaks down belowQ250.3 GeV2;
hence, we do not show the calculation below this scale.

The comparison shows that the shape of the structu
function at highQ2 can be explained through the QCD evo-
lution of the leading twist~twist-2! component alone. The
GRV F2 has been able to reproduce the rise in the structu
function with reducingx as seen in the highQ2 HERA data.
It is in fair agreement with the highQ2 E665 data. What is
perhaps more surprising is that the GRVF2 is able to de-
scribe the E665 data forQ2 as low as 0.7 GeV2 andx as low
as 0.003, before the agreement breaks down.

C. Low Q2 structure functions

We will now discuss two models or fits that explicitly
attempt to describe the structure function at lowQ2. These
models typically combine information from the highQ2 per-
turbative region and lowQ2 phenomenology to describe the
transition to lowQ2. They are the Donnachie-Landshoff
model and the Badełek-Kwiecin´ski model.

The Donnachie-Landshoff model@28# is a phenomeno-
logical interpolation between the real photoproduction dat
and the data in the perturbative region ofQ2. ThisF2 model
is incorporated in the form

ea-
this

s

The
ses

FIG. 48. DeuteronF2 from E665 and NMC@67# overplotted vs
Q2 in x bins. In certainx bins one of the two experiments has
multiple data points because the actual binning inx is narrower. In
these cases all the data points falling in those bins are shown.
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FIG. 49. ProtonF2 vsQ
2 ~GeV2) in xBj bins, from E665 and ZEUS@68#. The Badełek-Kwiecin´ski ~BK! model is also shown.~left! The

data points and the model curves have been multiplied by the factors indicated in parentheses for clarity.~right! The points and curves are
plotted with no scale factors, to show the trends.
FIG. 50. ProtonF2 vsQ
2 ~GeV2) in xBj bins, from E665 and H1@69#. The Badełek-Kwiecin´ski ~BK! model is also shown.~left! The

data points and the model curves have been multiplied by the factors indicated in parentheses for clarity.~right! The points and curves are
plotted with no scale factors, to show the trends.
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FIG. 51. ProtonF2 vs Q
2 ~GeV2) in xBj bins, with curves showing the calculation of Glu¨ck, Reya, and Vogt~1994!, Donnachie and

Landshoff, and Badełek and Kwiecin´ski.
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F250.324x20.0808S Q2

Q21aD
1.0808

10.098x0.4525S Q2

Q21bD
0.5475

. ~10.1!

The authors have also incorporated the additional contrib
tion of heavy flavors and invoking counting-rule argumen
to describe the largex behavior. In the following compari-
sons with our data we compute the Donnachie-Landsh
F2 in its full form with the FORTRAN code obtained from
@28#. This model has the correct photoproduction limit b
cause the real photoproduction data are included in the fi

The Badełek-Kwiecin´ski model@71# is based on the idea
of generalized vector meson dominance~GVMD!. In the
Badełek-Kwiecin´ski model, the sum over all the hadroni
fluctuations of the photon is split into two pieces:

F25F2
~v !1F2

~p! . ~10.2!

F2
(v) denotes the contribution from the low mass vector m

sonsr,v, andf. Since this contribution vanishes at hig
Q2, the measured structure function at highQ2 must be due
to the contribution of the high mass states beyond thef. The
contribution of the high mass states is represented byF2

(p)

and is obtained from the conventional QCD-evolved part
distributions by using dispersion relations. The authors ha
u-
ts

off

e-
t.

c

e-
h
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ve

simplified the dispersion relations to obtain a simple expres
sion for F2

(p) in terms of the highQ2 asymptotic structure
functionF2

as:

F2
~p!~s,Q2!5

Q2

Q21Q0
2F2

as~s,Q21Q0
2!. ~10.3!

F2
(p) represents the contribution of vector meson state

heavier thanQ0. By choosingQ0 to be greater than the mass
of the heaviest vector meson included inF2

(v) , double count-
ing is avoided.

It is evident thatF2→F2
as for largeQ2. AsQ2 reduces the

model makes a smooth transition by combining the nonper
turbative contribution of the low mass vector mesons and th
residual contribution of the high mass states. The singular
ties inF

2
at lowQ2 are removed by the shift of the variable

Q2→Q21Q0
2. At very low Q2 the model approaches the

photoproduction limit, describing the shape ofsgp(s) but
overestimating its magnitude by about 10–15 %.

In the Badełek-Kwiecin´ski model the proton and neutron
structure functions are calculated separately. Shadowing
the deuteron is calculated explicitly@72#. The deuteron struc-
ture function is defined as the sum of the proton and neutro
structure functions, and the shadowing contribution. The ca
culated shadowing contribution is negative and varies be
tween;0.001 and 0.006 in absolute magnitude.
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FIG. 52. DeuteronF2 vsQ
2 ~GeV2) in xBj bins, with curves showing the calculation of Glu¨ck, Reya, and Vogt~1994!, Donnachie and

Landshoff, and Badełek and Kwiecin´ski.
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We calculate the Badełek-Kwiecin´ski modelF2 for the
proton and the deuteron using Fortran code obtained fr
@71# and @72#. In this version the highQ2 asymptotic struc-
ture functionsF2

as are obtained from the MRS~A! set of par-
ton distributions.

We compare these lowQ2 models or fits with ourF2 data
in Figs. 51, 52, 53, and 54. We find that both models are a
to describe the data at highQ2 and x since the models are
constrained by previous data. At lowQ2 and x the models
are qualitatively similar to the data, but the data are su
ciently precise that we may note quantitative difference
The Badełek-Kwiecin´ski curves tend to overshoot the data
low Q2 andx, which may be due to the fact that this mode
overestimates the real photoproduction cross section by 1
15 % as mentioned above. The Donnachie-Landshoff mo
is able to describe the average value ofF2 in a bin of x or
Q2. However, the slope of the data with respect tox orQ2 is
steeper than that predicted by either the Donnach
Landshoff or the Badełek-Kwiecin´ski models. As one can
see from the definition of the variables, the slope ofF2 with
respect tox at fixedQ2 and the slope ofF2 with respect to
Q2 at fixed x both reflect the slope ofF2 with respect to
W2. TheW2 dependence ofF2 at lowQ2 is derived in both
models from the observedW2 dependence of the rea
photon-nucleon and hadron-nucleon cross sections, wh
are similar~see@28# for a discussion!. Thus the data sugges
om

ble

ffi-
s.
at
l
0–
del

ie-

l
ich
t

that theW dependence of the virtual photon-nucleon cro
section is stronger than theW dependence of the real photon
nucleon cross section.

In Fig. 55 we show the logarithmic derivative ofF2 with
respect toQ2 (] lnF2 /] lnQ

2) vs x, compared with the same
quantity from the Donnachie-Landshoff model. While th
model qualitatively reproduces the trend that the slope
creases asx decreases, the data tend to lie above the mo
prediction. We have already seen in Fig. 45 that the logari
mic slope ofF2 with x (] lnF2 /] lnx) is more negative in the
data than the value expected in the photoproduction lim
from the Donnachie-Landshoff model. These compariso
show more clearly the tendency that theW dependence at
low Q2 in our data is stronger than theW dependence ex-
pected in the photoproduction limit. The significance of th
c2 term in the fit to our data~see Sec. IX D! shows this
effect. At the same time theW dependence at lowQ2 is
weaker than at highQ2 as seen from HERA data.

The Q2 dependence at fixedW also shows a transition
from high to lowQ2. In Figs. 56 and 57, we show the virtua
photon-nucleon cross section computed fromF2 @see Eq.
~3.16!# using the Hand convention@73# for the virtual photon
flux @K5(W22M2)/2M #. The same quantity computed
from the Donnachie-Landshoff model is overplotted to guid
the eye. At each value ofW the model has been constructe
to approach the real photoproduction cross section asQ2
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FIG. 53. ProtonF2 vs xBj in Q2 ~GeV2) bins, with curves showing the calculation of Glu¨ck, Reya, and Vogt~1994!, Donnachie and
Landshoff, and Badełek and Kwiecin´ski.
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approaches zero. The data show a smooth transition
sg*N as a function ofQ2, showing how the photon varie
between a pointlike probe at highQ2 and a hadronic objec
at lowQ2. TheW dependence at fixedQ2 is shown in Figs.
58 and 59.

D. Conclusions

We have presented measurements of the proton and
teron structure functionsF2 in the kinematic range
x.0.0008 andQ2.0.2 GeV2. These are the first precis
measurements ofF2 at such lowx andQ2. The data were
obtained using a muon beam of the average energy 470
and liquid hydrogen and deuterium targets at the experim
E665 during 1991–1992 at Fermilab.

The E665 measurements have a significant overlapx
andQ2 with the measurements from NMC. In the region
overlap the two measurements are in good agreement.
E665 measurements also overlap inx with the HERA data,
the E665 data being at lowerQ2 at fixedx. There is a smooth
connection inQ2 over a very large range between the tw
data sets.

The E665 data clearly show a transition in the nature
the photon-nucleon interaction whenQ2;0.5 GeV2. While
perturbative QCD evolution-based models give a good
scription of the data at higherQ2, they fail to describe the
in

eu-

eV
ent

f
The

o

of

e-

data at lowerQ2. Thus the data can be used to quantify th
higher twist effects as a function ofx andQ2. Models that
incorporate the hadronic nature of the photon at lowQ2 are
able to describe qualitatively theW andQ2 dependence of
the data. We find that at lowQ2, theW dependence of our
data is stronger than that of real photoproduction and had
production cross sections, but weaker than theW dependence
of the highQ2 HERA data. Thus the data provide a measur
ment of the transition between high and lowQ2 in both the
W and theQ2 dependence of the photon-nucleon interactio
mechanism.
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FIG. 54. DeuteronF2 vs xBj in Q
2 ~GeV2) bins, with curves showing the calculation of Glu¨ck, Reya, and Vogt~1994!, Donnachie and

Landshoff, and Badełek and Kwiecin´ski.
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APPENDIX: CONSTRUCTING A TRIAL F 2

PARAMETRIZATION

In order to make corrections for radiative and resolutio
smearing effects, it is necessary to have an approxim
‘‘trial’’ parametrization of the structure functions valid for
all Q2 andW in which we are interested. In this appendix w
describe the construction of such a parametrization.

In the single-photon-exchange approximation, there a
two independent variables describing the four-momentum
the virtual photon. We choose the two combinationsQ2 and
vi-
rt-
d
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act
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i-
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FIG. 55. Logarithmic derivative ofF2 with respect toQ2 at
fixed x, shown vsx for protons and deuterons. The photoproduction
limit @28# derived from real photon-proton cross-section measure
ments is also shown. The data are compared with the Donnach
Landshoff model.
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W. TheQ2-W plane can be divided into the following re
gions: elastic, resonance, lowW inelastic, and highW inelas-
tic regions. We will discuss each of these regions in turn.

A. Elastic scattering

The elastic form factors are built into computer code
such asGAMRAD @31# and FERRAD @25# that calculate the
radiative cross section. Therefore we do not need to inclu
the elastic form factors in the parametrization of the structu
function.

FIG. 56. Q2 dependence of the virtual photoabsorption cro
section for protons inW bins, compared with the Donnachie
Landshoff model.

FIG. 57. Q2 dependence of the virtual photoabsorption cro
section for deuterons inW bins, compared with the Donnachie
Landshoff model.
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FIG. 58. W dependence of the virtual photoabsorption cross
section for protons inQ2 bins, compared with the Donnachie-
Landshoff model.

FIG. 59. W dependence of the virtual photoabsorption cross
section for deuterons inQ2 bins, compared with the Donnachie-
Landshoff model.
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B. Resonance region

The resonance region is usually identified with the ran
Mnucleon,W,2 GeV. At low Q2 the cross section in the
resonance region is about a third of the elastic cross sect
At higher Q2 it is a larger fraction since the elastic form
factor is more strongly suppressed as a function ofQ2.

A parametrization of the cross section in the resonan
region can be obtained from Brasseet al. @38#. These authors
used all the existing data available in their fit.

Electroproduction data from SLAC and DESY and pho
toproduction data from Daresbury are included, spanning
range 0<Q2<50 GeV2. The quantity parametrized is the
virtual photon absorption cross sectionS5s t1es l , where
e is the degree of polarization of the virtual photons, an
s t ands l are the absorption cross sections for transvers
and longitudinally polarized virtual photons, respectivel
The flux of virtual photons is chosen using the ‘‘Hand con
vention’’ @73#.

The data are fitted in various ranges ofe. At E665 the
beam energy is very high, and so one expects the resona
excitation to occur fore;1. Hence we take the fit for
e>0.9 so that the sensitivity toR[s l /s t is reduced. We
then convert the cross sectionS to F2 using the average
value of e for the data and the parametrization2 of R from
SLAC~1990! from @43#. ForW,1.12 GeV, we forceF2 to 0
as a quadratic function ofW2, asW→M . In the following,
we will refer to this parametrization as F2RESO. We su
press the deuteronF2 in the resonance region by a factor o
0.88 with respect to the protonF2 ~i.e., F2

d50.88F2
p) to ap-

proximate the resonance data shown in Franzet al. @40#. The
functional form of F2RESO can be found in Eq.~3! of @38#,
and the parameter values can be found in Sec. 3.1 and T

2An average over three fits is used, one of which can be found
@43#. The other two are obtained by private communication with
W. Whitlow.

FIG. 60. F2
p in the lowW region for variousQ2.
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1 of @38#. In Fig. 60 we showF2
p computed using this pa-

rametrization for two values ofQ2. With increasingQ2, we
see greater suppression of the lowerW resonances. At very
low Q2 there is little dependence onQ2, apart from the fact
thatF2

p vanishes linearly withQ2 at fixedW.

C. Low W inelastic region

This is identified with the interval 2,W,5 GeV. A pa-
rametrization ofF2 in this region is provided in Brasseet al.
@39# @Eqs.~3!, ~7!, and~11! and Table 1#. These authors use
a compilation of then available world data spanning the res
nance and deep inelastic region including photoproductio
They show thatvW5(2Mn1MW

2 )/(Q21a2) is a good vari-
able to describe the data~whereMW

2 anda2 are parameters!.
We will refer to this parametrization as F2LONU. This pa
rametrization is provided for both proton and neutron. W
take the deuteron structure function to be the average of
proton and neutron structure functions @i.e.,
F2
d5(F2

p1F2
n)/2 #.

Both F2RESO and F2LONU have been used by a DES
experiment@40# performed by Franzet al.Good agreement
is observed between the data from this experiment and
predictions based on the parametrizations. There is some a
biguity due to the choice ofR, and so we use the F2LONU
as used by@40# @Eqs. ~B.3! and ~B.4! and Table 3 using
R50.18#. We now attempt to combine F2RESO with
F2LONU. F2RESO is used forW,1.95 GeV and F2LONU
is used forW.1.95 GeV. For lowQ2, the two functions
connect with each other quite smoothly. ForQ2.1 GeV2

there is a small discontinuity between them. For our pu
poses this is not a serious discrepancy, however such disc
tinuities are troublesome for computer programs that do n
merical integrations. We therefore use a Fermi-Dira
function in W to connect these two parametrization
smoothly, usingW51.95 GeV for threshold and 30 MeV for

in
L.

FIG. 61. F2
p in the highW region for variousQ2.
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width. The resulting function is referred to as F2LOWW
Thus, F2LOWW is defined by

F2LOWW5F2RESO3 f FD~W,1.95,0.03!1F2LONU

3@12 f FD~W,1.95,0.03!#, ~A1!

whereW is in GeV and f FD is the Fermi-Dirac function
defined by

f FD~x,m,b!5~11e~x2m!/b!21 ~A2!

m being the threshold inx andb being the width.

D. High W inelastic region

We use two parametrizations to describe the highW re-
gion. For highQ2, we use the parametrization provided b
the NMC that describes their data~Table 1 of @12#!. Since
this fit is not constrained by their data forQ2,0.7 GeV2, we
do not trust the parametrization~referred to as F2NMC! in
this region. Instead, we use a model by Donnachie and La
shoff @Eq. ~4! of @28##, which is based on the ideas that tota
cross sections may be parametrized as a sum of two Re
powers ofs, and that the same powers appear as powers
xB j

21 in the smallxB j behavior ofF2 @see Eq.~10.1!#. The
authors fit this form to photoproduction data over a wid
energy range and to the NMC data from@12# for Q2,10
GeV2. This fit, which we call F2DOLA, can then be used fo
low Q2. We merge these two parametrizations using t
same technique mentioned previously, usingQ2 as the vari-
able and setting the threshold atQ253 GeV2 with a width
of 200 MeV. The NMC parametrization is available for bot
the proton and the deuteron. We use the Donnach
Landshoff form as it is for the proton, and multiply it by 0.9
to use for the deuteron. This factor is derived from the E6
measurement@66# of the deuteron-to-proton cross-section ra
tio at low xBj andQ

2.
.

y

d-
l
gge
of

e

r
e

ie-

5
-

We shall call the resulting function F2HIW, which is
given by

F2HIW5F2DOLA3 f FD~Q2,3.0,0.2!1F2NMC

3@12 f FD~Q2,3.0,0.2!#, ~A3!

whereQ2 is in GeV2.
We now attempt to combine F2LOWW and F2HIW.

F2HIW is evaluated forW.5 GeV, and F2LOWW is evalu-
ated forW,5 GeV. At low Q2 the two functions connect
with each other smoothly. This is expected since the photo
production data are included in both fits. At highQ2 there is
a 5–10 % discrepancy between the two functions atW55
GeV. This is not a serious discrepancy since the function
are being evaluated at the kinematic edges of the respecti
data sets. AtW55 GeV, the data used in the lowW fits are
limited due to beam energy restrictions, especially at high
Q2. In this range ofW the NMC data are limited due to
detector resolution.

We attempt to simulate the curve that would be obtained
if all the data used so far were fitted simultaneously. We do
this by merging F2LOWW and F2HIW with our usual tech-
nique, setting the threshold atW55 GeV and the width at
400 MeV. The resulting function is given by

F2
global5F2LOWW3 f FD~W,5.0,0.4!1F2HIW

3@12 f FD~W,5.0,0.4!#, ~A4!

whereW is in GeV. This function is capable of giving a
reasonable value forF2 over the entireQ

2-W space relevant
to E665. This is shown in Figs. 60 and 61.

E. Conclusion

Using various parametrizations of data that are availabl
in the literature, we have constructed a reasonable paramet
zation ofF2 that can be used at E665 as a starting point@74#.
-

,

e

-

-

@1# R. Hofstadter and L. I. Schiff, inNucleon Structure, Proceed-
ings of the International Conference at Stanford, edited by
Hofstadter and L. I. Schiff~Stanford University Press, Stan
ford, 1964!.

@2# G. Miller et al.Phys. Rev. D5, 528 ~1972!.
@3# J. D. Bjorken, Phys. Rev.179, 1547~1969!; J. D. Bjorken and

E. A. Paschos,ibid. 185, 1976~1969!.
@4# R. P. Feynman,Photon-Hadron Interactions~Benjamin, Read-

ing, MA 1972!.
@5# J. Kuti and V. F. Weisskopf, Phys. Rev. D4, 3418~1971!.
@6# M. Gell-Mann, Phys. Lett.8, 214 ~1964!.
@7# G. Zweig, CERN Report No. 8182/Th401~unpublished!.
@8# Fermilab E26 Collaboration, C. Changet al., Phys. Rev. Lett.

35, 901 ~1975!; Y. Watanabeet al., Phys. Rev. Lett.35, 898
~1975!.

@9# CHIO Collaboration, B. A. Gordonet al., Phys. Rev. D20,
2645 ~1979!.

@10# EMC, J. J. Aubertet al., Nucl. Phys.B293, 740 ~1987!.
@11# BCDMS Collaboration, A. C. Benvenutiet al., Phys. Lett. B

237, 592 ~1990!.
@12# NMC, P. Amaudruzet al., Phys. Lett. B295, 159 ~1992!.
R.
-

@13# E665 Collaboration, M. R. Adamset al., Nucl. Instrum. Meth-
ods A291, 533 ~1990!.

@14# ZEUS Collaboration, M. Derricket al., Phys. Lett. B316, 412
~1993!.

@15# H1 Collaboration, I. Abtet al., Nucl. Phys.B407, 515 ~1993!.
@16# J. P. Bergeet al., Z. Phys. C49, 187 ~1991!.
@17# G. T. Joneset al., Z. Phys. C62, 575 ~1994!.
@18# M. W. Shaevitzet al., Nucl. Phys. B~Proc. Suppl.! 38, 183

~1995!.
@19# R. D. Kennedy, Ph.D. thesis, University of California, San

Diego, 1992.
@20# Rurngsheng Guo, Ph.D. thesis, University of Illinois at Chi

cago, 1994.
@21# T. J. Carroll, Ph.D. thesis, University of Illinois at Chicago

1994.
@22# Eric Ramberg, Ph.D. thesis, University of Maryland, Colleg

Park, 1989.
@23# Douglas G. Michael, Ph.D. thesis, Harvard University, Cam

bridge, MA, 1990.
@24# Michael H. Schmitt, Ph.D. thesis, Harvard University, Cam

bridge, MA, 1991.



-

d
t

-

s

3056 54M. R. ADAMS et al.
@25# NMC, Ch. Scholz, computer programFERRAD version 35.
@26# Ashutosh V. Kotwal, ‘‘Time Dependence of Beam Paramete

in Run 91,’’ E665 Report No. AN208, 1994~unpublished!.
@27# R. Brun et. al., ‘‘GEANT: Simulation Program for Particle

Physics Experiments, User Guide and Reference Manua
CERN Computing Division Report No. CERN-DD/78/2, 197
~unpublished!.

@28# A. Donnachie and P. V. Landshoff, Z. Phys. C61, 139~1994!.
The FORTRAN code to calculate the proton and neutron stru
ture functions was kindly provided by Professor A. Donnach

@29# M. Gari and W. Kruempelmann, Z. Phys. A322, 689 ~1985!.
@30# M. P. Locher and A. Svarc, Fizika22, 549 ~1990!.
@31# J. Bernabeu, Nucl. Phys.B49, 186 ~1972!.
@32# J. Drees, ‘‘Radiative Corrections and Hadron Distributions

Deep-Inelasticmp Scattering,’’ Report No. EMC/78/24~un-
published!; Wuppertal University Report No. WU-B78-16,
1978~unpublished!; A. Arvidson and B. Badełek, ‘‘The Gam-
rad program,’’ NMC Internal Report No. NMC/92/5, 1992
~unpublished!.

@33# L. W. Mo, Y. S. Tsai, , Rev. Mod. Phys.41, 205 ~1969!.
@34# Yung-Su Tsai, ‘‘Radiative Corrections to Electron Scatte

ing,’’ Report No. SLAC-PUB-848, 1971~unpublished!.
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