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Proton and deuteron structure functions in muon scattering at 470 GeV
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The proton and deuteron structure functidfisand F§ are measured in inelastic muon scattering with an
average beam energy of 470 GeV. The data were taken at Fermilab experiment E665 during 1991 and 1992
using liquid hydrogen and deuterium targets. THe measurements are reported in the range
0.0008<x<0.6 and 0.2 Q?<75 GeV?. These are the first precise measurement§.ofn the low x and
Q? range of the data. In the highrange of the data where they overlapxirand Q2 with the measurements
from NMC, the two measurements are in agreement. The E665 data also ovexlagtmthe DESY HERA
data, and there is a smooth connectio@between the two data sets. At hiqﬁ the E665 measurements are
consistent with QCD-evolved leading twist structure function models. The data are qualitatively described by
structure function models incorporating the hadronic nature of the photon aQfovithe Q2 and theW
dependence of the data measure the transition in the nature of the photon between a pointlike probe at high
Q? and a hadronic object at lo®?. [S0556-282(96)05517-4
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[. INTRODUCTION where E is the incoming lepton energy in the laboratory
In the single-photon-exchange approximation, the doublérame and-Q? is the square of the four-momentum trans-
differential cross section for charged lepton-nucleon scattef€/"ed from the Ieptonzv is the lepton energy loss in the
ing can be written as laboratory framesz [2Mv is the BJorke_n scaling vari-
able, andy=v/E. a., is the electromagnetic coupling con-
d?oq, A E AP _ Mxy stant andM is the nucleon mass$:,(x,Q?) is the structure
d(—Q ?)d(Inx) T aenf 2(X,Q%) y 2E function of the target nucleon am{x,Q?) is the ratio of the
) 5 5 o longitudinal to the transverse virtual-photon cross sections.
y“(1+4M“x7/Q%) 1.1 Charged lepton scattering is an effective technique for
2[1+R(x,Q%)] |’ ' probing the internal structure of nuclear matter, since the

interaction of the probe is purely electroweak. In the 1950s,
after some early experiments in lllinois, electron scattering

%Present address: University of Hamburg, D-22603 Hamburgexperiments were performed at Stanf¢fd, followed later
Germany. by experiments at Darmstadt, Daresbury, Orsay, Yale,
bPresent address: SLAC, Stanford, CA 94309. DESY, and the CEA, to measure the charge distributions of
Present address: University of Michigan, Ann Arbor, Ml 48109. various nuclei. At the energies available, the experiments
dpresent address: The Rockefeller University, New York, NY were restricted to elastic scattering or excitation of the low-

10021. lying resonances. The measured elastic form factors fall rap-
®Present address: Texas A&M University, College Station, TXidly with increasing four-momentum transferred, indicating
77843, that the charge distribution in nuclei is spatially extended and

fPresent address: Columbia University, New York, NY 10027. smoothly varying(i.e., there is no hard core in the nuclgus
Y9Present address: Jenfelderstr. 147, D-22045 Hamburg, Germanfs higher energy electron beams became available at SLAC
PPresent address: Heidelberg University, D-69120, Heidelbergand DESY in the late 1960s, inelastic scattering experiments

Germany. could be performed. These experimef$ showed that, at
iPresent address: Dept. of Medical Physics, University of Wisconlarge four-momentum transfers, the inelastic nucleon struc-
sin, Madison, WI 53706. ture functions werdapproximately independent of any di-
IPresent address: College of William and Mary, Williamsburg, mensioned quantity, a phenomenon known as scaling. Scal-
VA 23187. ing had been predicted on the basis of current algéBfa
KPresent address: Institute of Physics, Academia Sinica, Nankangnd the experimental result was interpreted as evidence for
Taipei, Taiwan. the existence of pointlike constituents in the nuclephk
'Present address: GSF, Forschungszentrum fuer Umwelt und Gdhese “partons” are now associated with qualk$ which
sundheit GmbH, D-85764 Oberschleissheim, Germany. were first introduced to describe hadron spectrosdépy].
Mpresent address: SCRI, Florida State University, Tallahassee, FL Higher energy electron beams became difficult to produce
32606. as electrons, being light, are prone to losing energy through

"Present address: Rutgers University, Piscataway, NJ 08855. synchrotron radiation. Muons became a natural choice as
Present address: University of Colorado, Boulder, CO 80309. high energy charged lepton probes. The 1970s and 1980s
PPresent address: Argonne National Laboratory, Argonne, ILsaw the development of the E26, CHIO, European Muon

60439. Collaboration(EMC), BCDMS, New Muon Collaboration
YPresent address: California Institute of Technology, PasadenANMC), and E665 muon scattering experiments at Fermilab
CA 91125. and CERN and theep collider HERA at DESY[8-15|.
'Present address: Oxford University, Oxford OX1 3RH, United These muon scattering experiments were augmented by a
Kingdom. series of high energy neutrino scattering experimé¢hés-
SPresent address: Yale University, New Haven, CT 06511. 18] also at Fermilab and CERN. Neutrino interactions
'Present address: Fermi National Accelerator Laboratory, Batavisgample a different admixture of partons and thus comple-
IL 60510. ment muon scattering experiments. However, neutrino ex-
YPresent address: New Mexico State University, Las Cruces, NMperiments have not yet measured structure functions below
88003. x of 0.01.
VDeceased. In the meantime, the quark-parton model developed into a
“Present address: Klinikkum Barmen, Abt. Radiologie, D-42283dynamic gauge field theory of interactions called quantum
Wuppertal, Germany. chromodynamic§QCD). This theory has been quite effec-
*Present address: CEBAF, Newport News, VA 23606. tive in making perturbative calculations of the short distance
YPresent address: AT&T Bell Labs, 2000 North Naperville Road,behavior of quark interactions. In particular, QCD predicted
Naperville, IL 60540. a pattern of scaling violations of the inelastic structure func-
ZPresent address: Dept. of Physics, University of Wisconsintions at large four-momentum transfers, which has been con-
Madison, WI 53706. firmed by the high energy muon and electron experiments.
@Ppresent address: University of Wuppertal, D-42119 Wuppertal, However, at low values of four-momentum transfers, the
Germany. perturbative expansion of QCD breaks down. Real photopro-
bpresent address: Albert-Ludwigs-Univeisifaeiburg, D-79104  duction measurements at high energy reveal the hadronic
Freiburg, Germany. nature of the photon. This behavior is different from the

cPresent address: Hoffmann-LaRoche, CH-4002 Basel, Switzepointlike photon-parton interactions manifest at large four-
land. momentum transfers. The transition from the regime of per-
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PTM/SPM direction(north). They axis points to the west and tlzeaxis
pera 298 W points upwards. The origin is defined as the center of the
\ main momentum-analyzing magn&Cm).
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B. New muon beam line
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v/ PEN The muon beam delivered to E665 was a tertiary beam,

v obtained from the decay of charged pions and kaons, which
i scale (m)  x in turn were obtained from the interaction of primary protons
0 5 10 of 800 GeV energy extracted from the Fermilab Tevatron
synchrotron. The typical yield of muons per proton was
FIG. 1. The E665 forward spectrometer and muon detector. 10~%. The muon beam that was finally used was about 4 cm
wide in the vertical direction and about 6 cm wide in the
turbative QCD to the domain of the hadronic photon shouldhorizontal direction. The mean beam energy for the data col-
involve some change in the nature of photon-hadron interagected during 1991-1992 was 470 GeV, with a spread of
tions as a function of four-momentum transfer. The experighout 50 GeV.
ment E665 provides a wide range of energy and four- The muon beam maintained the 53.1 MHz radio-
momentum ftransfer and thus an opportunity to understangtequency(rf) structure of the Tevatron accelerating rf field.
the nature of this transition. The muons were localized in time to within 1 ns in the rf
This paper presents the measurement of the proton anghyckets,” which occurred at 18.8 ns intervals. This time
deuteron structure functions at E665, using the data takegrycture proved very useful in the construction of the elec-
during 1991-1992. In Sec. Il, a brief description of the ex-yronic trigger signals, in that the rf could be used to provide
perimental apparatus will be given. In Sec. lll, the structuréiime synchronization for all the electronic pulses. The final
function measurement technique will be described. In Secsntensity of the muon beam was about 1 MHz, and 1—2 % of
IV — VIII, detailed discussions will be provided of the analy- the puckets were occupied by a muon. A small fraction of
sis. The analysis issues are the estimation of the muon recoghe pyckets contained multiple muons. The trigger hodo-
struction and triggering efficiencies, the detector calibrationscopes and electronics provided almost single-bucket resolu-
and resolution, the radiative corrections, and the luminosityjon. Events with multiple occupancy in a bucket could be

measurement. In Sec. IX, the results and the systematic Ufyentified both at the trigger level and using off-line recon-
certainties will be presented. The results will be compared,ction.

with measurements from other experiments and with theo-
retical models in Sec. X.

EMCal

C. Beam spectrometer

The beam line was followed by the E665 beam spectrom-
Il. E665 EXPERIMENTAL APPARATUS eter, which served a number of purposes. First, the hodo-
A. Introduction scopes in the beam spectrometer provided a fast electronic
signal, indicating the passage of a beam muon. This was an
) . N - essential component for all the beam-related triggers. The
muon scattering experiment, with the highest e”em‘? transverse segmentation of the beam hodosc(BR¥'s) en-
GeV) muon beam to date. The experiment was located in th‘f‘;‘tbled us to define the accepted beam phase space at the trig-
New Muon_ Laboratory. which is situated at the e_nd of theger level and to detect multiple occupancy in the bucket. The
NM beam line at Ferm|lab.. The goal of.the experlment Wa%eam trigger signal produced by the hodoscopes was counted
to measure structure functions and their ratios, and to studgy scalers to provide a total beam count. The hodoscope hits

. Myere latched and this information was used to identify in-
Data were taken on hydrogen and deuterium, as well 88me and out-of-time beam tracks off line

heavy targets, to study the nuclear dependence of the above. h . 24 pl f
The experiment took data in 1987-1988, 1990, and 1991~ Second, the beam spectrometer contained planes o

; ) o multiwire proportional chambers with 1 mm wire spacing
1992. The emphasis was on the identification and reconstru%-NhiCh we refer to as PBT)and a dipole magnétvhich we
tion of the incoming beam muon and the scattered muon i

oL . Lall NMRE). These were used to provide precise reconstruc-
every event with high precision, and the measurement of thﬁon and momentum measurement of the beam muon. The
charged and n_eutral_ paruc]es in the final state. spectrometer consisted of two arms with the NMRE magnet
These considerations dictated the construction of the exz 'iho middle. The NMRE magnet provided a transverse mo-
periment. The apparatus consisted of a beam spectrometer, - kick of(1.515+ 0.004 GeV. The length of the beam

followed by an open-geometry forward spectrometer, fql's ectrometer helped to provide a resolution on the curvature
lowed by a muon detector. The apparatus has been describ S(p~1)~8x10~® GeV~, correspondingdta 2 GeV mo-

in detail in[13], and the upgrades to the detector made fo
the 1990 and 1991-92 runs are describedli®—21. It is
shown in Fig. 1. In the following we will provide a summary
of the beam line and those parts of the detector relevant for
the structure function measurement. The target assembly was placed in the path of those beam
Throughout this paper, we use a right-handed coordinatenuons which could be tagged and reconstructed by the beam
system, where the axis points along the nominal beam spectrometer. All the targets and an empty liquid target ves-

The Fermilab Experiment 666E665 was a fixed-target

'mentum uncertainty for a 500 GeV muon.

D. Target assembly
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sel were mounted on a precision table that moves the targebeled DCA(DC1-4) and DCB(DC5-8) for the upstream and
laterally. The different targets were moved into the beandownstream sets respectively. These drift chambers are col-
every 1-4 min in a specified cycle. The empty target datdectively referred to as the DC. Each DC station contained
were used to subtract out the off-target scatters on a statistiwo pairs ofZ chambers and a pair eachdfandV cham-
cal basis. bers. The wire spacing was 5 cm, and the chambers in a pair
The targets were placed in the nominally field-free regionwere staggered by half a wire spacing to resolve left-right
in front of the vertex magndtalled the CERN Vertex Mag- ambiguities. The stereo angles weté°. The spatial reso-
net (CVM)]. By having the muon scattering vertex in the lution was about 30G:m. Since drift chambers cannot oper-
field-free region, the correlations between the errors on reate at high rate, they were deadened by construction in the
constructed kinematics were greatly reduced, simplifying thé€gion where the beam passed. In this region a small multi-
analysis of the data. The three target vessels were identic#iire proportional chamber called a PSA was placed, near the
and two contain liquid hydrogefH,) and deuterium(D ) DCB. The PSA contained eight planes with 1 mm wire spac-
respectively. The target positions and pressures were monRg, two in each of theY,Z,U, andV views. The stereo
tored during the course of data taking. The length of theangles aret45°.

active target material was nominall m for the liquid tar- Tracks that spanned the length of the forward spectrom-
gets. This is discussed in more detail in Sec. VIII B. eter were able to achieve a curvature resolution of
8(p~1)~2x10"° GeV~’. The resolution orxg; was about
E. Muon spectrometer 5% at lowxg;, and the resolution o@* was about 4%. The
CVM field strength was 1.5131 T with a transverse momen-
1. Tracking detectors tum kick of 1.293 GeV. The CCM provided a transverse

The purpose of the forward spectrometer was to providénomentum kick of 2.019 GeV. The polarities of the two
the trigger for muon scattering events and to record the inMagnets were reversed with respect to each other. The two
formation necessary to reconstruct the scattered muon arfBiagnets were positioned such that the position of the scat-
the other final state particles. Charged particle measuremeni@red muon at a “focusing” plane was independent of mo-
were provided by proportional and drift chambers whichmentum and depended only on the scattering angle. The
formed part of a double-dipole, open-geometry spectrometeffuon detector was placed at the focusing plane, thereby al-
Photon detection and energy measurement were provided #gwing the construction of muon triggers that can select on
an electromagnetic calorimeter, which also served to identifpcattering angle.
electrons in conjunction with the spectrometer. Downstream
of the spectrometer a@na 3 mthick iron absorber which
stopped all particles but muons, there was a muon detector. The muon detectors were arranged in four sets or stations
The muon detector provided information for on-line muonbehird a 3 mhadron absorber made of iron-(18 interac-
triggering and off-line muon reconstruction. tion lengths and~ 170 radiation lengths The four stations

The relevant parts of the muon spectrometer for this strucwere separatedybl m thick concrete absorbers that stopped
ture function analysis were the tracking and muon detectorsshower particles from propagating from one station to an-
A plan view of the muon spectrometer is shown in Fig. 1, inother. Each station contained proportional tube pldoatied
which various detector elements are labeled. ImmediatelTM’s) and large and small hodoscopesilled SPM’s and
downstream of the target assembly was placed a set of vertesMS's respectively The PTM’s and SMS’s were arranged
drift chambers(VDC'’s) inside the CERN Vertex Magnet in Y andZ views, the PTM’s covering the wide angles and
(CVM). The VDC consisted of 72 planes of chambers withthe SMS’s covering the central dead regions in the PTM’s
200 um resolution. At the downstream end of the CVM, awhere the rates were high. The SPM’s provided wide-angle
set of six multiwire proportional chambers called PG¥  hodoscope coverage. All three detectors provided informa-
mm wire spacingwere installed. The PCV-VDC combina- tion for various muon triggers. Additional wide-aperture ho-
tion formed an anchor for track finding and served to in-doscopegcalled SUM were installed between the DCB drift
crease the length of the lever arm upstream of the Chicagehambers and the electromagnetic calorimeter. They were
Cyclotron Magnet(CCM), thus providing good resolution. used in conjunction with the SPM hodoscopes to improve the
The VDC containY,Z,U, andV views. The PCV contained speed of the large-angle muon trigger signals. The PTM and
two Y, two U, and twoV planes, with stereo angles18°  SMS information is also used for off-line muon tagging. The
and =45°. PTM and SMS detector elements had 1.27 cm and 1.32 cm

The muon track-finding process hinged on the multiwirewidths, respectively. The SMS hodoscopes were covered in
proportional chambers and drift chambers placed on eitheffont by a lead sheet 12—13 mm thick, which served to ab-
side of and inside the aperture of the CCM. Twelve multi-sorb soft shower particles and reduce the SMS hit multiplic-
wire proportional chamber@C’s) were placed upstream of ity.
the CCM. An additional 15 multiwire proportional chambers A hodoscope called SSA was installed upstream of the
(called PCH were arranged in five grougstationg of three  hadron absorber and immediately downstream of the DCB
chambers each inside the CCM. The wire spacing in thesédrift chambers. It was a small hodoscope with good position
chambers was 3 mm and 2 mm, respectively. The PC chamesolution placed in the beam, to provide a veto signal for the
bers contained three planes in each of four vi&ag,U and  small-angle triggefSAT). The SVS was also another small
V with =28° stereo angles. Each PCF station contained onkodoscope, placed in the beam region inside a hole bored
Z, oneU, and oneV plane with=15° stereo angles. Down- into the iron absorber at the downstream end. It provided a
stream of the CCM were two stations of drift chambers, la-fast beam veto signal that was used to construct the “SVS”

2. Muon identification detectors
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large angle trigger. It was placed as close to the iron as Scattered muon
possible so that shower particles accompanying the muon are
localized when they hit the hodoscope. |
- Veto Plane

3. Electromagnetic calorimeter

The calorimeter was placed immediately upstream of the NI\%

hadron absorber. It was a lead-gas sampling calorimeter,

[22—-24 consisting of 20 planes of 5 mm thick lead sheets

(one radiation length eaglseparated by larocci proportional

tube planes. The wire spacing was 1 cm. Copper pads were

placed on both sides of the larocci planes, which picked up FIG. 2. Schematic diagram of the SAT.

signals through capacitive coupling. Pads in the successive

planes were placed to overlap each other to form “towers,” o . ) )

and the signals from all pads in a tower were summed beforé@scription of the LAT's is provided if19]. The data from

readout. The pad size used was 4 &m4 cm in the inner 1 the LAT's are not used directly in the structure function

m X 1 m region, 8 cmx 8 cm in the central 2 nx 2 m  Measurement, but they are used to study an aspect of the

region outside the inner region, and 16 ¢m16 cm in the ~small-angle trigger efficiency.

outer region. (c) Calorimeter triggeXCAL) used signals from the elec-
The electromagnetic calorimeter was very useful in ideniromagnetic calorimeter to select muon interaction events. It

tifying muon-electron elastic scatters and hard muon bremsdid not incorporate a muon veto detector behind the hadron
strahlung, as the topology of electromagnetic energy flow irabsorber. In fact, the trigger included no veto at all and no
these events is quite distinct from that in ordinary inelastidhformation from any muon detector behind the absorber.
scatters. During the investigation of various systematic efBecause of this feature, the calorimeter trigger provided the
fects, the calorimeter was used to tag such electromagnetflata to measure the rate of self-vetoes induced in all the

events. These investigations will be discussed later. muon triggers by the muon showering in the absorber.
Each category used a different beam definition for reasons

specific to each type of trigger. Three random beam triggers
E665 operated with a number of triggers. These can bécalled RLAT, RSAT, and RCAL, respectivelyere con-
classified into three categories. structed in association with the corresponding sets of physics
(1) Physics triggers looked for events in which the muontriggers.
interacts. The SAT is described if21]. A schematic of the SAT
(2) Normalization triggers. These are also called randontonstruction is shown in Fig. 2. The SAT was a pure veto
beam triggers. Every physics trigger included in its definitiontrigger that sensed the absence of the unscattered muon in
the requirement that a valid beam muon signal exist. The&oincidence with an incoming beam muon. The beam muon
beam signal by itself was also randomly sampled to create was defined by the appropriate coinciderice., road$ of
random beam trigger. The count of these triggers is used thits in the beam hodoscopes. These signals were provided to
obtain the count of the total number of beams available to tha fast preprogrammed memory module which predicted the
physics trigger and, hence, the luminosity. Some physicposition of the unscattered muon at the muon detectors
triggers used the same beam definition while others werdownstream of the forward spectrometer. At this position
different; a separate random beam trigger was created fadditional hodoscopes were located. If these hodoscopes sig-
each beam definition. naled hits in the predicted muon position, then no scatter was
(3) Monitoring triggers provided data to study the detectorexpected and the event was vetoed. On the other hand, the
performance. beam signal and the absence of the corresponding unscat-
The physics triggers can be classified into three subcatered muon signal indicated a scatter and the trigger fired.
egories. The special feature of this construction was that the veto
(a) Small-angle trigge(SAT). This trigger only used veto window for any detected beam muon moved according to the
hodoscopes to indicate the absence of an unscattered mugrusition and slope of the incoming muon. This allowed the
This trigger is discussed in more detail below. The structureveto window to be smaller than the beam profile, permitting
function measurement is performed with the SAT data, bethe detection of interactions where the scattered muon re-
cause the SAT was able to trigger on smaller-angle scattersained within the beam phase space. This means that the
than was possible with the large-angle triggers. trigger could fire on small-angle scattedown to ~ 1
(b) Large-angle triggerg$LAT). These triggers used the mrad).
wide-angle muon detectors and the SUM hodoscope to indi- The first two stations of the SMS hodoscopes placed
cate a scattered muon, in conjunction with the absence of downstream of the hadron absorber were used to produce the
signal in a fixed veto hodoscope placed at small angle. Thgeto signal. It was recognized that this arrangement produces
idea was to ensure that there was no signal in the beam large number of fake triggers due to scatters in the ab-
region that was consistent with an unscattered muon and aorber.
the same time see a signal at large angles that was consistentTo alleviate this problem, a small hodoscdpalled SSA
with a scattered muon. The three large-angle triggers were/as placed upstream of the absorber and its signal was in-
called the SVS, SVSWAM2, and CVT. They used differentcorporated into the veto. The muon position at this hodo-
combinations of veto elements and wide-angle detectors. Acope was of course not affected by any subsequent scatter.

SBT3Y

SBT2Y

F. Triggers
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While this solved the problem of fake triggers due to ab-

. . " beam counting, target length, composition and densit
sorber scatters, it made the trigger sensitive to vetoes caused g, farget \eng P Y

by other particles produced in an inelastic muon interaction. ! luminosity

A monitoring trigger called the SATPS was constructed to STRUCTURE Fu’igg’:svimal hoton
be the same as the SAT except that the SSA veto was not ] exchange cross-section
included. This allowed the SSA veto to be studied. This trig- Radiative Processes
ger was prescaled by a factor of 32 due to the large fake l true muon cross-section
t”gger Itate' T . Multiple Scattering

Individual scintillation counters in the SSA hodoscope .
were 1.10 cm wide. The SSA hodoscope was placed 25 m il muon in detector
downstream of the target, while the two SMS hodoscopes Trigger
used in the SAT were placed 30.7 m and 32.3 m downstream ! recorded events
of the target, respectively. Reconstruction

i analysed events
G. Spill local rate monitor Smearing
The spill local rate monitor recorded the beam muon oc- I

cupancy of a number of contiguous buckets in the vicinity of
the trigger time. This record was read out with every event.
The beam muon signal was constructed by taking the seven- o .
fold coincidence of the SBT hodoscope signals from the FIG. 3. A .ﬂOW chart indicating the connection .between the

- . structure functions and the measured muon distributions.
beam spectrometer. The local rate monitor had a large circu-
lating memory into which it wrote the presence or absence of,
the muon signal at the rf edge. Following the occurrence of & are the variables describing the kinematics of the muon-
trigger, the local rate monitor continued to record for a presefiucleon interaction. In the measurement of inclusive muon
number of buckets and stopped. The data acquisition Systeﬁcattering, the events are binned in the kinematics which are
read out a preset number of words from the memory stackdetermined from the measured four-momenta of the incom-
Consequently, the occupancy of every bucket starting abouig and the scattered muon, denotedg_f)yg_z andg_z denote,
2.4 us before the trigger and ending about a6 after the  respectively, the lower and upper edges of the bin. The inte-

measured muon distributions

trigger was recorded. grand contains the single-photon-exchange cross section
o1,, the luminosityZ, and the overall response kernfél
lIl. STRUCTURE FUNCTION ANALYSIS The complete set of variables includes the following.

(1) The five parameters associated with the beam whose
distribution is described by. These are the transverse po-
sitions, the direction of motiofslope$, and the energy. We
integrate over the beam distribution when the observed

The structure functioifr, is related to the single-photon-
exchange cross section as shown in Bql). The relation
between the single-photon-exchange cross section and t
total (radiative muon cross section is given in E®.2). The events are binned in the scattering kinematics.

number of muon scattering events observed in a bin of mea- o) 1y ongitudinal position of the scattering point. Since
sured kinematics, in the a'bsen.ce of backgr'ound, Is related e muon beam suffers negligible attenuation in the target,
the total muon cross sectian, in the following manner: 0 ;e distribution of this variable is uniform in the target.
N We integrate over the longitudinal position of the scatter.
data_ [ éo4 77 s = ¢ z (3) The variables describing the muon scatter, which we
Nobs z dé f LA Dowule) B have chosen as andQ?, and the azimuthal anglé of the
scatter. Thep distribution is expected to be uniform for an

where A is the kernel describing the acceptance and resoluunpolarized target; hence, we integrate over it. The observed

o . . _ . . 2 .
tion of the detector and is the luminosity £ is the vector of events are bmnecj In two dlmensmnabndQ bins. .
true kinematic variables ané’ is the vector of observed (4) All the variables needed to describe the final state

” . | roduced in the muon-nucleon scattexcluding the scat-
variables. The relation between the single-photon-exchan

. 4 th bdiati S red muoi In this inclusive measurement, we integrate
cross section and the tot@hdiative muon cross section is over all the final states.

The process by which a hypothetical “single-photon-
= | dER(EE Z). 3.2 exchange” event appears as a scattered muon in the detector
71l &) f ERIEa1l8) 32 is indicated by the flow chart in Fig. 3.

whereR is the kernel of radiative corrections. Therefore, the

The response kerndl(&, 9 gives the probability distri-
fully expanded relation between the number of observegf;)unon of a single photon event with kinematiésippearing

events in a bin and the single-photon-exchange cross sectidh the detector with kinematicg'. It contains contributions
is from processes that change the probability of the muon scat-

ter to occur or be detected and processes that cause the mea-
R . sured muon vertex kinematics to be different from those of
Ngae= f?dg’f dEL(EK(E,6)a1,(§). (3.3  the exchanged virtual photon. These processes can be enu-
£ merated as follows.
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(1) Radiative corrections to the single-photon-exchangevhereN=Ndat@
Born diagram. These processes change both the cross sectionTo extract the structure functiof,, we must correct
and the kinematics. oo for radiative effects and then extraep from the result-
(2) Multiple scattering and energy loss of the muons ining o, using Eq.(1.1). The radiative kerneR can be col-

the detector, before and after the hard scatter of intel’eS[apsed into a radiative correction factdr by using Eq(3.2)
These processes change the apparent kinematics of the evemaking the definition

(3) Efficiency of triggering on a scattered muon event.
Triggering inefficiency reduces the measured rate and results _ I . _ _
in a reduction in the observed cross section. Utot(f"):J déR(&",8)01,(§)=K(E") o1,(§").

(4) Efficiency of reconstructing the scattered muon trajec- (3.9
tory. The efficiency of reconstructing incoming beam muons
is subsumed into the measurement of the usable luminositfrhe calculation ofK is done by the computer program
Reconstruction inefficiency for the scattered muon reduceserraD35 [30], which was kindly provided to us by the
the measured rate because the kinematics of the event cann@¥IC. Also, a kinematic factok is defined as
be determined unless both the incoming and outgoing muons
have been measured. ) Mxy y3(1+4M3x?/Q?)

(5) Smearing in the muon kinematics due to the finite 7\=47Tae”{1—y— E A1+Rx.0D)] | (3.9
spatial resolution of the tracking chambers. ’

(6) Systematic errors in the measured muon kinematic%eﬁning
due to miscalibration of the detector.

When all these processes are.understo.od, the response W= w, X KX\, (3.10
kernel K can be constructed. As discussed in the following
sections, these processes are studied and incorporated intQ fere., _ is defined in Eq(3.6), F, is extracted by weighing
Monte Carlo model of muon scattering and the detector. The ;.1 da({a event by @, as follows:
simulated and reconstructed events are then subjected to the

same exercise of counting muon scatters in a bin of recon- Noog
structed kinematics. Thus, we couNt\)"bCS (where MC de- FZ:E i (3.11)
notes Monte Carlo dataanalogous to Eq(3.3). We also =1 WF2

count the number of generated events in a bin; thus, o
So far we have neglected the possibility that there are

ve 7 . R background events occurring in the data which should not be
Ngen= f_rzdS f dEL(E) ool §). (3.4 included in the measurement. Muon scatters originating from
& material outside the target constitute such background.
; MCnMC . . Therefore,
The ratioe= Ngpg/Nger is computed in each bin. The product
NMC Ndata Ngeb‘tsa: Ntarget+ Nout of target (3-12)
data_9en obs
Nobs Mc = (3.9 .
Nops € ConsequentlyF, extracted by Eq(3.11) actually contains

two contributions:

would be the estimate foNJ? the true number of data

events occurring in the bin. In order to extract the total cross Niaget 1  Noutoftarget 1
. . . . . Ffulltarget: E + 2 (3 13
sectiona; in the bin, we must also correct for the bin width 2 = —sz = —sz- .
= =

and the luminosity. The bin width, the integrated luminos-
ity L, and an overall correction factor for the data,, are

We are interested only in the first component produced by
computed as

the in-target scatters. The second component is measured by
taking data on an identical target vessel which is empty. The

A= J'féd,?, structure function measured from the empty target is
&
Nout of target 1
Fempytargel N (3.19
L=fdé£<$), <1 R
The number of beam muons to which the empty target is
w,=eXLXA (3.60  exposed is used to normalize the empty target measurement.

data ] ] o Since all the running conditions are the same for the full
Nobs Can be corrected in each bin by weighting each datgarget and the empty target data, the contribution to
event l?y 11»0._Th|s gives us the total muon cross sectionpfulltarget coming from the out-of-target scatters is statisti-
o €) in the bin; thus, cally equal toF$™PY "%t This allows us to statistically sub-
tract the background as follows:

Otot— 2

N
i=1

1
w_ , (37) thargeg Ffzull target__ Fgmpty targe} (3_15)
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A. E665 Monte Carlo simulation traverse material; Compton scatterieg;e” pair production;

We note from the discussion in the previous section thaPremsstrahlungg-ray production;e”e™ annihilation; had-
the corrections applied to the data involve integrations ovefonic interactions(simulated using thesHEISHA program
kernels and underlying distributions. In order to make thel35).
corrections properly, we must have the right simulation of GEANT tracks each particléphotons, electrons, muons,
the three components of the integrand in B33). These are and charged and neutral hadrpnsitil the energy of the
the beam phase space distributiafisthe cross section and particle falls below 500 MeV, for particles upstream of the
the final state distributions;,,, and the detector simulation electromagnetic calorimeter. Muons are tracked through the
which contains the kernell. These three components are calorimeter and hadron absorber using the Gaussian approxi-
incorporated in a Monte Carlo model of the experiment.  mation for multiple scatteringinstead ofGEANT in order to
Reconstructed random beam triggers are used to produ¢educe computing time In addition, the catastrophic inter-
files containing the five parametefthe momentum, the actions of the scattered muon in the calorimeter and the had-
transverser andZ positions, andr andZ slopes, at a fixed ron absorber are simulated by using special parametrizations
longitudinalX position) needed to specify beam tracks. Eachderived from our datédescribed in Sec. V A}
file typically contains a list of parameters describing approxi- The second stage Monte Carlo simulation2 [37] simu-
mately 10 000 beam tracks. Separate files are created fgites hits made by charged particles in the hodoscopes and
different periods of the run in order to track any changes inhe proportional and drift chambers. The measured resolu-
the phase space occupied by the be@@l. Therefore the tions of the chambers are used to smear the hits. The drift
beam phase space is introduced in the Monte Carlo calculghamber simulation includes the inefficiencies induced by
tion on an event-by-event basis as it is in the data, not by ghe presence of multiple hits. The position and time depen-

simulation. _ o _ dence of the chamber efficiencies are measured from the data
The event generation begins with the generation of &nd incorporated into thec2 program.

beam track whose parameters have been read in from a beam
file. The beam is tracked from the beam spectrometer into
the target by theseaNT 3.15 progran27]. The longitudinal
position of the scattering vertex is picked within the target For the Monte Carlo generation and the initial calculation
according to a flat distribution. The azimuthal angle of theof the radiative corrections, we use a parametrization of the
scatter is also picked according to a flat distribution. TheStructure function obtained from existing data. We use pub-
kinematics of the scatter are generated following the totalished parametrizations of SLAC and DESY electroproduc-
cross section. The inelastic structure functions are contion data and Daresbury photoproduction data, as well as
structed from various parametrizations of data and a moddfMC and BCDMS muoproduction daf@8-44. In the ki-

due to Donnachie and Landshd®8]. Parametrizations of nematic domain of highw and low Q?, the structure func-

the proton elastic form factors due to Gari and Kruempeltions have not been previously measured. In this regime we
mann[29] are used for the calculation of the radiative cor-Use the model of Donnachie and LandsH@8], which the
rections. For calculating the radiative corrections for deute@uthors have constrained to match the photoproduction data
rium, the nuclear form factor due to Locher and Svigg] ~ and the NMC data.

(using 1990 fit solution 1, including meson exchangesd The BCDMS and NMC analyses &, were performed

the quasielastic suppression factor due to BerndBaphis  using the radiative corrections formulated by Akhundov,
used. The electromagnetic radiative effects are simulated iBardin, and Shumeikg11,12. The SLAC analyses were
the Monte Carlo using theAMRAD program,[32] which is ~ performed using the radiative corrections formulated by Mo-
based on the calculation of Mo and T$aB,34. Tsai[33]. The analysis presented here uses the Mo-Tsai for-

The LUND programsLEPTO 5.2 andJETSET6.3 [35] are  mulation, includingr and quark loops in the vacuum polar-
used to generate all the particles in the hadronic final statdzation diagrams, and the electroweakZ interference
The GRV HO[36] set of parton distributions are used to €ffects. The results obtained using these schemes have been
calculate the relative cross sections for the quark, quarkcompared41,42 and they are in agreement over most of the
antiquark, and quark-gluon events, because they are specifi&nematic range. The maximum difference between the cal-
down to Q? of 0.3 Ge\2. The parton distributions are not culations, which occurs at low and highy, is less than 2%
used for the calculation of the total muon-nucleon cross se®f F».
tion. TheGAMRAD program generates photons that are radi- The single-photon-exchange cross section is weakly de-
ated by the muon. pendent orR. BCDMS used the theoretical form & moti-

The scattered muon, radiative photons, and all the hadvated by QCD, which is probably valid in th@? range of
ronic final state particles are tracked through the detector bihe BCDMS measuremenQf>10 GeV?). The E665 and
the GEANT program. The detector simulation specifies all theNMC analyses both use the parametrizationRobbtained
materials present and their locations. This information isfrom a global analysis of SLAC daf43]. This parametriza-
used byGEANT to calculate the multiple scattering, energy tion includes QCD-motivated terms as well as terms moti-
loss, and reinteractions of all the primary particles as well ayated by higher twist effects, since the SLAC, E665, and
any generated secondaries and decay products. The folloWdMC data extend to low values a@? (Q%2>0.3 Ge\?).
ing physics processes are simulateddBaNT in the E665  Prior SLAC measurements &%, have often used fixed val-
Monte Carlo model: Deflection of charged particle trajecto-ues ofR, such asR=0.18. This value is consistent with the
ries in a magnetic field; multiple scattering using the Gaussvalue of the SLAC parametrizatidhenceforth referred to as
ian approximation; particle decay; energy loss as particleRg ac) at the typical value oQ? for the SLAC data. Finally,

B. Input structure functions



3014 M. R. ADAMS et al. 54

sinceR=0 for Q?=0, the real photoproduction cross sectioneach other using PCF hits inside the CCM magnet to con-
can be related simply t6, as follows: strain the match.
In the second method, tracks are recognized using only
E: oyn(v) (3.16 the upstream PC and PCF chambers inside the CCM. These
Q° Amtaenm’ ' tracks are then projected downstream into the DC or the
small-aperture PSA chamber to pick up hits. In fact this is
Thus, there has been a fairly self-consistent treatment ahe only method that is used to pick up the PSA contribution
leptoproduction and photoproduction cross sections to exo the track. The PC-PCF tracks needed for this can be found
tractF,. TheseF, parametrizations can therefore be used asn two ways: PC segments can be projected forward into the
initial input for the calculation of corrections in this analysis. pCF’s, and PCF segments can be projected backwards into
the PC’s. Both ways are attempted and the ambiguities are
IV. MUON RECONSTRUCTION EFFICIENCY resolved at a later stage in the pattern recognition algorithm.
Even if no downstream contribution is obtained from the
DC or PSA, the PC-PCF track is declared “valid” since the
One of the important corrections that one needs to makeyrvature can be measured with the PCF’s alone. The mo-
in the extraction of structure functions is the loss of muonSmentum resolution on such tracks is rather poor. Therefore,
due to reconstruction inefficiency. Briefly, to discover in this analysis, a downstream contribution is required in

whether a muon-nucleon scatter occurred, we have to recogrder to ensure good resolution: The loss in efficiency due to
struct the trajectories of the beam muon and of the scatteregis requirement is studied using the PC-PCF tracks.

muon to enable the event kinematics to be calculated. Some |ater, the tracks are projected back from the PC into the

of the scattered muon events cannot be used in the measuteeyv to pick up PCV hits. This increases the length of the
ment because the muon tracks have not been properly ideQpstream lever arm of the track and improves the resolution
tified. We have to understand this loss and correct for it.  significantly.

The event reconstruction begins with the identification of Finally, the forward spectrometer tracks are linked to the
hit lists that are produced by the beam tracks, the muoRertex spectrometer tracks found by the VDC's. First, the
spectrometer tracks, and the muon identification detethrorward spectrometer tracks are projected back into the
segments. This step is called pattern recognition. VDC's to pick up hits directly. Then, the VDC algorithm

Each hit list in the beam and forward spectrometers iseconstructs tracks independently using the remaining hits.
then fitted with a quintic spline model of the track trajectory, These tracks are extrapolated into the forward spectrometer
taking into account multiple Coulomb scattering. Knowledgeagain to attach any remaining hits.
of the magnetic fields is then used to find the track param- Thjs technique of pattern recognition builds in certain re-
eters. This step is called track fitting. dundancies. This enables us to perform many cross-checks

The next step, muon match, attempts to use the segmengs detector efficiencies and finely tune the Monte Carlo
behind the absorber to identify one or more spectrometegimulation to the data.

tracks as muons.

The final step is the vertex-finding program. It identifies
one of the spectrometer muon tracks as the scattered muon N
and attempts to find the intersection point of the beam and Efficiency loss at the stage of pattern recognition can re-
the scattered muon tracks. This vertex is used as the primaﬁ}“'t from two effects: _c_hamber |_neff|C|enC|es or |neff|C|enC|es_
interaction vertex. Other tracks are then attached to the prRf the pattern recognition algorithm. The general approach is
mary vertex if they are consistent with the hypothesis that0 Simulate chamber efficiencies in a Monte Carlo program,
they originate from the primary vertex. The vertex position isthe output of which is in the same format as real data. The
refitted iteratively with all such tracks contributing to the'fit. Monte Carlo simulation output is reconstructed in the same
Finally, the beam and scattered muon track parameters at tNg2y as data. Then, after verification of the simulation in
vertex are used to calculate the event kinematics. many different ways, the Monte Carlo simulation can be
program is very important in the determination of the overalltion of true muon kinematics.
reconstruction efficiency. If the pattern of chamber and ho-
doscope hits produced by a track cannot be seen, then one
can go no further in the process of track reconstruction. The We will first discuss the measurement of individual cham-
pattern recognition algorithm tries to find tracks in a numberber efficiencies and then address the issue of correlated
of different ways. Each method uses a set of software codashamber inefficiencies. We can enumerate the following is-
called processors. In the first method, it looks for straightsues concerning the simulation of efficiencies of individual
line segments in the PC chambers upstream of the CCM anchambers: geometrical aperture; regions deadened by con-
the DC chambers downstream of the CCM. The upstrearstruction, due to spacers, support wires or due to high-flux
(PO and downstream{(DC) segments are associated with regions; dead regions due to bad electronics; dead regions

due to radiation damage; time dependence of overall effi-
ciency due to high voltage or gas composition variations,

"However, the fitted vertex position is not used to constrain theradiation damage and electronics variations.
tracks. This avoids correlated biases in the final parameters reported A fairly elaborate chamber simulation program has been
for different tracks. developed that allows all of these effects to be modeled. In

lim
Q*—0

A. Detector and algorithm

B. Pattern recognition efficiency

1. Uncorrelated chamber efficiencies
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contribution of at least two out of three expected hits at a
station. This is the efficiency outside the beam regions and
the location of the support wires, which also happen to be in
the central region.

The section of the spectrometer downstream of the CCM
magnet, consisting of the upstream and downstréa@A
and DCB, respective)ydrift chamber stations and the PSA
chamber, suffers from lack of acceptance in the overlap re-
gion of the PSA-DC. This is because the drift chambers have
developed enlarged central dead regions, probably due to
radiation damage, that are not covered by the PSA. Outside
of the dead regions, the overall efficiency of the DCA-DCB-
PSA combination is about 90%. This is discussed in more
detail in Sec. IVD 3.

C. Muon identification efficiency

The probability that muon tracks in the forward spectrom-
eter are matched to segments in the muon detectors is mea-
sured to be aboy®6.5+ 1)%, using noninteracting beam and
halo muons. The inefficiency @8.5+1)% in muon tagging
can be due either t@) inefficiency in reconstructing seg-
ments in the muon detectors @i inefficiency in the criteria
for matching valid forward spectrometer muon tracks to
muon segments behind the hadron absorber. These probabili-
ties can be disentangled by obtaining a sample of true

FIG. 4. Probability distribution of the number of detector hits on muons, requiring a reconstructed forward spectrometer track
a track, for the data and the Monte Carlo simulation. The sampléind the associated segments behind the absorber, and study-

consists of scattered muons and hadrons in inelastic scatters.

ing the match criterigsee Sec. 5.3 of48]). These studies
show that a matching inefficiency of 28éfficiency of 98%

order to test the chamber models, many detailed compariso®én be expected independent of momentum. Thus there are
between the data and the Monte Carlo simulation are mad&o significant inefficiencies in the muon detectors.
The entire data run is split into nine run periods, and each

run period is sampled uniformly to produce a data set that
can be used to study the chambers.

2. Correlated chamber inefficiencies

D. Global efficiencies

We perform some additional checks on the muon recon-
struction efficiency between the data and the Monte Carlo
simulation.

Per-event correlations in chamber efficiencies can arise

due to dead time in the readout electronics at high rates,

1. Checks using noninteracting beams

readout errors, hit loss due to overlapping tracks, and effects The noninteracting beams can be reconstructed by the
of the tracking algorithm.
A guantity sensitive to correlated effects is the number ofeter, and the efficiency of finding the track in the forward
hits from a given detector group that contribute to a trackspectrometer can be measured.
This tests for correlations within a detector group. Figure 4 Figure 5 shows the probability distribution of the number
shows the comparison between the data and the Monte Cartf hits from the various detectors contributing to the forward
simulation of the probability distribution of the number of spectrometer track, in the beam region. The Monte Carlo
hits from each chamber group. We find that there is goodimulation gives good agreement with the data. Figure 6
agreement for all detectors except the drift chambers, whershows the dependence of the muon-finding efficiency on the
the Monte Carlo simulation shows slightly fewer drift cham- time to the nearest beam muon, as measured by the spill
ber hits than the data.
Another quantity sensitive to correlations is the probabil-the Monte Carlo simulation Negative numbers indicate
ity that a detector group as a whole contributes to a trackbuckets preceding the trigger muon and positive numbers
The detector groups mentioned earlier are PCV, PC, PCF1-Indicate buckets following the trigger muon. We notice a
DCA, DCB, and PSA. The PC chambers are required fosharp drop in efficiency when there is a beam muon in the
forward spectrometer tracks; however, none of the others anereceding ten buckets or in the following five buckets. Since
absolutely essential for the track to exist. Detailed plots areach rf bucket is approximately 19 ns, this corresponds to
provided in[44—-47. We conclude that there is sufficient 200 ns and 100 ns, respectively. This corresponds to the

redundancy in the upstream chamb@éP€V and VDQ that

beam spectrometer independently of the forward spectrom-

local rate monitor(such multiple beams are not modeled in

amplifier dead times which cause an inefficiency in detecting

the probability of having a long upstream lever arm is 100%the signal from the wire. A loss induced by a muon follow-
Individual PCF stations contribute to the track with effi- ing the trigger muon is consistent with the hypothesis that
ciency above 98%, where the efficiency is defined as theuch a muon could pass closer to the wire and induce a
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in reconstructing these tracks in the forward spectrometer is
due to correlated effects. The inefficiency is about 9% before
making any requirements, and can be decomposed into three
components. The first component of this inefficiency, which
is about 5%, is caused by out-of-time muons arriving within
100-200 ns of the in-time muon which we are interested in
04l 0.3t * reconstructing. This inefficiency is probably caused by the
induced dead time in the chamber electronics, and is elimi-
== o nated by removing such beam muons using the spill local
’ rate monitor information. The remaining 4% inefficiency is
== * explained as follows. The second component of the ineffi-
5 ) 6 0 0 ciency, which in size is about 2%, is due to a longer-lived
No. PCV hits No. PC hits effect induced by the intensity. We expect this to be the
0.3 0.4 space charge accumulated in the beam region of the cham-
bers, causing a reduction in the gas amplification factor and
> hence an inefficiency. The positive ions causing the space
%% - charge effect typically require hundreds of microseconds to
S 0.2 & be cleared. Finally, the third component of the inefficiency,
o another 2% effect, is produced in the muon-match procedure
Q 3 o due to the large-angle scatters in the steel absorber. These
b ™ = “kinks” prevent the link between the forward spectrometer
o track and the muon segments behind the absorber.
okl : . 4 ok ' y : . We suspect that the intensity-induced losses will be con-
0 5 10 15 0 2 4 6 8 . . .

No. PCF hits No. PSA hits fined to the beam region of the chambers; hence, we will not
use their measurements to apply overall corrections to all the
data. Rather, the purpose of this study is to understand why
Jot every noninteracting beam is reconstructed. Since the
entire inefficiency is accounted for, we expect no unforseen
efficiency losses that will affect the data. The one remaining
signal first. Since the PC and PCF chambers have 3 mm andsue, which is the dependence of the muon reconstruction
2 mm wire spacing, respectively, and the charge drift timeefficiency on the final state multiplicity, is discussed in the
close to the wires is about 50 ns/mm, the time scale for thifollowing section.
source of efficiency loss is consistent with the hypothesis.

We use the spill local rate monitor to eliminate from the 2. Multiplicity dependence of reconstruction efficiency

structure function analysis all events in which there is a \ynile the checks with the noninteracting beams give con-
beam muon in the preceding ten buckets or the succeedingyence that the global forward spectrometer muon-finding
five buckets. o N _ efficiency can be understood, there is an aspect that cannot
As additional confirmation of efficiency loss due to in- b aqqdressed by this monitoring sample. This is the multi-
stantaneous rate, we look at events with two beams comingjicity dependence of the muon reconstruction efficiency.

through the degec_tor in the same bucket. We find an ineffiTynically one expects the event-related multiplicity of hits
ciency of ~60% in reconstructing both muorisee Sec. 5 phe a source of confusion and inefficiency in the pattern
5.4.1 of[48]), which is consistent with our expectation of & rgcognition process.

large efficiency loss in such cases. , _ Figure 7 shows th®? dependence of the average charged
To summarize the results of the checks using the noning,itisjicity in bins of W, for the events with reconstructed
teracting beams, we conclude that the entire efficiency 10§, ,0ns. The multiplicity is defined as the total number of
tracks with defined momentum found in the event, excluding
T the beam and the scattered muon tracks. The data show that
LR Kok kg, ok R ok k kK Kk there is little variation of the average multiplicity witQ?,
oo L o « for fixed W. This trend is reproduced by the Monte Carlo
i simulation over a substantial range @f andW.
[ We notice that the average multiplicity in the data is sys-
0.8 * tematically higher than in the Monte Carlo simulation. We
I use the property that multiplicity is nearly independent of
N N E R E Q?, to combine allQ? bins, and study th&/ dependence of
—100 -30 0 50 100 the multiplicity alone. This dependence is compared between
nearest occupied bucket the data and the Monte Carlo simulation in Fig. 8 Measure-
ments([49] and references thergihave shown that in lepton
FIG. 6. Forward spectrometer muon finding efficiency for data.scattering the multiplicity depends logarithmically on the
The efficiency is shown as a function of the nearest occupied buckdtadronic center-of-mass energy. This behavior has also been
in time. The time interval per bucket is 18.8 ns. There are no “out-motivated by fragmentation models such as the Feynman-
of-time” beams in the Monte Carlo simulation. Field model[50] and theLuND string model35]. The linear

Data (%), Monte Carlo Simulation (O)
0.8 0.6
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®

FIG. 5. Probability distribution of the number of detector hits on
a track, for the data and the Monte Carlo simulation. The sampl
consists of noninteracting beams.

efficiency
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FIG. 7. Average charged multiplicity vs IggQ? in W bins, for
the data and the Monte Carlo simulatiémithout acceptance cor-
rectiong. Hadronic scatters, selected by using the calorimeter t
remove ue events, are used. Only SATPS and SVS triggers ar
included.

FIG. 9. Normalized multiplicity distributions iW bins, for the

data and Monte Carlo simulation. Each distribution has been nor-
({nalized to integrate to unity. Hadronic scatters selected using the
calorimeter are used. Only SATPS and SVS triggers are included.
Ql'he multiplicity in the Monte Carlo simulation has been multiplied

by 1.08, giving a good match with the data.

dependence on lggw is confirmed by the plots in Fig. 8. Monte Carlo simulation to match the data, we multiply the
The Monte Carlo simulation reproduces the trend very wellfound multiplicity in a simulated event by 1.08. The tuned
We find that the average multiplicity in the data is higher byMonte Carlo simulation agrees well with the data, as shown

8% than in the Monte Carlo, for any/. In order to tune the

A 8
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FIG. 8. Average charged multiplicity vs IggQ? in W bins, for

in Figs. 8 and 9.

We identify inelastic muon scattering events by using a
special version of the vertex algorithm, which finds the ver-
tex between the beam track and any forward spectrometer
track, regardless of the reconstruction of the scattered muon
track. By selecting events with a vertex between the beam
track and at least one negative forward spectrometer track,
we obtain a sample of events which is almost independent of
the reconstruction of the scattered mu@rhich is positively
chargedl. We require the vertex to be in the target and elimi-
nate elasticue scatters by using the information from the
calorimeter.

Using the Monte Carlo simulation, we confirm that the
sample obtained in this way consists almost entirely of
muon-nucleon scattefsee Sec. 5.4.2 and Fig. 5.14[d8)).
Using this sample, we ask how often a beam muon-scattered
muon vertex is reconstructed in an event of a given multi-
plicity. The multiplicity dependence of the muon reconstruc-
tion efficiency is measured for the different triggers on data
and on the Monte Carlo. Each of the dependences is fitted
with a second order polynomial in the multiplicity, of the
form

the data and the Monte Carlo simulation. Hadronic scatters selected

using the calorimeter are used. Only SATPS and SVS triggers are
included. The average multiplicity in the data is higher by 8% than
in the Monte Carlo simulation, for any/. The Monte Carlo simu-

lation is tuned by scaling multiplicity by 1.08.

g(m,0)=Ay+A;m+A,m?, 4.1

where 6 is the representative scattering angle for a given
trigger sample. The results are shown in Fig. 10. The effi-
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FIG. 10. Charged multiplicity dependence of the muon recon- F!G- 11. Charged multiplicity dependence of the muon recon-
struction efficiency measured from the data, compared with the corStruction efficiency measured from the data, compared with the pre-
responding Monte Carlo prediction. SAT and SVS trigger samplegliction of the final tuned Monte Carlo. CAL and SATPS trigger
are shown here. The curves are the second order polynomial fig2mples are shown here.

described in the text.
We use these measurements to correct the Monte Carlo

ciencies approach unity for null multiplicity for the CAL, simulation for the residual differences between its predic-
SATPS, SAT, and SVS triggers which were studied. This istions and the data measurements. For a given Monte Carlo
just what we would expect based on the studies with thewvent, we use the reconstructed multiplicity and the scatter-
noninteracting beams. Apart from a 2% loss due to muoning angle to evaluate the reconstruction efficiency using the
matching inefficiency in the data, the scattered muons arfionte Carlo parametrizations discussed above. This is the
always found in the absence of additional multiplicity. The efficiency with which the Monte Carlo event would be re-
inefficiencies caused by the intensity-related effects in the.onstructed on average. The same event in the real data
beam region do not affect the muons scattering through afyq 14 have a slightly different efficiency, as our measure-

angle of at least 1 mrad. ments show. To evaluate the corresponding efficiency for a

_As the multiplicity increases, we find a significant reduc- g ata event, we first scale the multiplicity in the Monte
tion in muon-finding efficiency due to increasing event com-

plexity. In E665, it is conceivable that this effect is enhancetfﬁ.rlo evlfnt ?ﬁ/ 1.08|,t_a|s_ ptllsqustiedl\l/ln t?e gre?edln% ie;:lon.
due to the reversed-polarity, double-dipole magnet geometr IS makes the muttiplicity in the Monte L.arlo matc e

This magnetic field configuration refocuses the hadron trackgata' Then we use the scaled mgltlpllc_lty and th? scattering
towards the central region of the spectrometer, thereby in@ngle to evaluate the reconstruction efficiency using the data

creasing the local density of tracks. We find that the Momé:)a_ra_metrizations shown above. This gives the reconstruction
Carlo simulation is able to reproduce the bulk of this ineffi- €fficiency, on average, that the Monte Carlo event would
ciency. The comparisons show that the difference betweefj@ve if it had occurred in the real data. o _
the data measurement and the Monte Carlo predictions is W€ have seen that the reconstruction efficiency in the
typically 5%. The difference is larger for high multiplicities Monte Carlo is always higher than in the data. Using the
in the large-angle SVS trigger. evaluated da_ta and Monte Carlo efficiencies, a given Monte
We can detect the variation of the multiplicity dependenceCarlo event is randomly declared unreconstructed with the
of the efficiency with the muon scattering angle by compar-2PPropriate probability. This gives us a Monte Carlo sample
ing the CAL, SATPS, and SVS trigger samples. The typicalthat incorporates the correct muon reconst_ructlo_n eff_lmen_cy.
values ofQ? and scattering angle for the CAL and SVS As a test of t.he_ _tuned Monte Carlo simulation in this
triggers span the range of the same quantities for the SAJfgspect,_the multiplicity dependence of the reconstruction ef-
trigger. The mean scattering angles for CAL and SAT ardiciency is ex}racted from the'“c'orre_cted” Monte Carlo and'
about 1 mrad and 2.5 mrad, respectively, while the same fofompared with the data again in Figs. 11 and 12. There is
the SVS is about 8 mrad. We find that CAL and SAT mea-NoW fair agreement between the data and the final Monte
surements differ by at most a few percent, while the SVS an&arlo simulation.
SAT measurements differ by less than 10%. We use a linear
interpolation in scattering angle between the CAL and SVS
efficiency parametrizations as an approximation for the Up to this point we have dealt with the efficiency of find-
6> dependence. ing the muon track and fitting it to the beam track in order to

3. Downstream chamber efficiency
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FIG. 13. DCA-DCB-PSA efficiency of contributing to the scat-

tered muon track, measured from the datppe) and Monte Carlo

FIG. 12. Charged multiplicity dependence of the muon recon-simulation (lower) using PC-PCF tracks. The efficiency is plotted
struction efficiency measured from the data, compared with the preys the track coordinates at DCB.

diction of the final tuned Monte Carlo simulation. SAT and SVS

trigger samples are shown here. damaged in this region, as mentioned earlier in this section.
All these effects have been incorporated into the Monte

obtain the muon-muon vertex. In the structure functionCarlo simulation. Figure 13 also shows the DC-PSA effi-

analysis we also require high resolution. This implies thaciency measured from the Monte Carlo simulation output the
one wants muon tracks with long arm lengths on either sidéame way as it was measured from the data. Qualitatively,
of the main momentum analyzing magnet CCM. As men-the Monte Carlo simulation agrees with the data. The various
tioned before, the upstream arm length is always long begeometrical effects, apertures, and the drift chamber dead
cause the PCV's contribute to the track about 98% of thdegions are reproduced reasonably well by the simulation.
time, and the combined PCV-VDC contribution is 100% ef- One-dimensional projections of the efficiency outside the
ficient. But the efficiency of the downstream chamber com-dead regions are shown in Figs. 14 and 15 for the data and
bination DCA-DCB-PSA is not so high, and so it must be the Monte Carlo simulation, respectively.
studied carefully.

The track-finding program is able to find forward spec- ;5

trometer tracks using the PC-PCF chambers alone. These £ | FEe B
tracks can be projected to the drift chambers and the PSA ™~ £ e
with an accuracy of a few millimeters. We use these tracksto %% =57 x , O H
study the position dependence of the downstream chamber =N ] ==
efficiencies. For the scattered muon, such tracks have a poor -o0.05 F=1 ==
resolution on the energy lossof 30—40 GeV; hence, we do “o.1 ST
not use such tracks in the final structure function analysis. EEEEEEE o

2

; ; . " ~0.15
Figure 13 shows the two-dimensional position depen- -0.4 -03 -02 -01 O 01 02 03

dence of the efficiency for DCA, DCB, or PSA to contribute deta after cut v (m)

to a PC-PCF muon track, as measured from the data. The & ﬁH’HfJ%u )
efficiency is shown as a function of the extrapolated position & o Wﬁ by
of the track at DCB. The minimum and maximum is set at % I i I hh

-

0.8 and 1.0, respectively, and the size of the boxes is propor- 0.9 F 09 F
tional to the level of the efficiency above 0.8. The small I i
circular chamber at the center is the PSA, with the drift
chambers covering the wider aperture. We notice that over L L e
most of the area of the drift chambers and the PSA, the  “2. 7 > 5 5. % o0 o o,
efficiencies are high and fairly independent of position. Be- y projection (m) z projection (m)
tween the left and right halves of tleview drift chambers,

there are vertical septa that cause reductions in the overall F|G. 14. DCA-DCB-PSA efficiency of contributing to the scat-
efficiency. We also note an oval-shaped region at the centeéred muon track, measured from the data following cuts to elimi-
of the drift chambers where there is a large efficiency lossnate dead regions. The efficiency is plotted vs the track coordinate
This is due to the fact that all the drift chambers are radiatiorat DCB.
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tered muon track, measured from the Monte Carlo simulation fol-

lowing cuts to eliminate dead regions. The efficiency is plotted vs FIG. 16. Comparison between data and Monte Carlo distribu-

the track coordinate at DCB. tions for log,f (scattering angle The individual distributions are
normalized to integrate to unity and superposepper ploj. The

As a final adjustment to the Monte Carlo simulation, thed""t""”\/Ionte Carlo ratio is also showdiower plop.

histograms in Fig. 13 are used as lookup tables for the effi- ] o

ciency of the DC-PSA chambers. Each Monte Carlo event ifarison shows that the Monte Carlo simulation is able to
reweighted by the ratio of the efficiencies for the data and théeproduce the data at small scattering angles. But at large
original Monte Carlo simulation, as a function of position. @hgles, corresponding to large displacements from the center
This technique corrects the Monte Carlo simulation for anyof the CCM magnetroughly atY=2=0), the rate of recon-
residual difference between its DC-PSA model and the acstructed muons is significantly lower in the data than in the
tual chambers. The final corrections for inefficiency in theMonte Carlo simulation. Furthermore, the discrepancy be-
data are extracted from the reweighted Monte Carlo dats&omes worse as the displacement and scattering angle in-
The systematic uncertainty in the DC-PSA efficiency is esti-crease. We therefore avoid those regions in this measure-

mated as the full size of this final adjustment to the MonteMent. In the final analysis we will impose the cuts
Carlo data. —-0.3 <Y ,<0.3 mand-0.2 m<Z,<0.2 m, where these

Note that this correction is uncorrelated with the multi- Scattered muon coordinates are measureXa# m, and

plicity correction since that correction corrects for track loss,fscat< 20 mrad.
while this correction corrects for loss of hits on a detected

track. E. Reconstruction efficiency predicted by Monte Carlo

simulation

4. Effects of field nonuniformity at large displacements We now show the muon reconstruction efficiency pre-

At large displacements from the center of the CCM mag-dicted by the Monte Carlo simulation. The efficiency is
net, the magnetic field becomes nonuniform. In particularshown as a function of individual kinematic variables in Fig.
the field does not point in the vertical direction. This causesl7 and in two-dimensional “box” format vs various combi-
the track to bend even in the nominally “nonbend” view. nations of kinematic variables in Fig. 18. The efficiency is
However, the track-finding program does not take this intoproportional to the area of the boxes.
account, causing loss of efficiency when the muon makes a We show the efficiency defined in two different ways. In
large excursion from the center of the magnet. We expedfEig. 17, the curves in open circles show the efficiency de-
this to influence the reconstruction of scattered muons dfned as the probability of finding the beam muon-scattered
large scattering angles. muon vertex. The curves in solid stars show the efficiency

The large scattering angle regime corresponds to the higivhen the following additional requirements are made on the
Q?, highx part of kinematic space, where the structure func-scattered muon. The drift chamber or PSA contribution to
tion is constrained by measurements from SLAC, BCDMS the muon track is required, and the geometrical cuts to ex-
and NMC experiments. Therefore it is fair to use the param<¢lude the muon from the poorly understood regions of the
etrization (described in Appendix X)lof F, fitted to these DC-PSA are made. Also, thé,, cut is madgsee Sec. IX B
data to generate events in the Monte Carlo. In Fig. 16 wdor the explanation of these requireméentShus the latter
show the comparisons between self-normaligietegrating  definition of efficiency is the one ultimately relevant for the
to unity) distributions of logy# (scattering angle The com-  correction applied to the data. As we saw in Sec. IV D 3, the
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trigger hodoscopes; the trigger logic that was implemented in
the hardware; the geometry of the trigger system, i.e., the

2 [ ocoooonnonoeRacoocs,
208 F ™, A positions and sizes of the trigger hodoscopes; the magnetic
= 05 E oo fields and materials that affect the muon trajectory; the ef-
B T fects on the SMS veto of other particles which emerge from
0.4 the absorber due to muon interactions in the absorber; and
02 b the effects on the SSA veto due to all other particles that are
o K produced in the forV\_/ard spectrometer in addition to.the scat-
° 5 ; 5 Coo aos e as e00 tered muon. These include the particles produced in the pri-
10G,Q%(GeV?) Escat(Gev) mary muon interaction in the target and the particles pro-
z ! - o0 k s duced by their subsequent reinteractions or decays.
Sos T el 0a EXILL, | .
5 0.6 A *,*' | 0.6 _ '.** *;‘ 1. Trigger hodoscope efficiencies
‘ el i - As mentioned above, the trigger can be decomposed into
04 o5t the beam requirement and the veto requirement. It is not
02k 02k necessary to know the absolute efficiency of the beam hodo-
OELLL,_‘#LHH 05..‘.‘.”,.‘.(‘ scopes. This is because the same beam signal is randomly
-3 =25 -2 -15 -35 -25 ~15 =05 prescaled by a measured factor to form a random beam trig-
log,@scat log:XB] ger called the RSAT. The number of RSAT’s recorded gives

the measure of flux that is used to normalize the number of
SAT events. Hence the efficiency of the beam hodoscopes

FIG. 17. Muon reconstruction efficiency predicted by the Monte . -
cancels in the cross-section measurement.

Carlo simulation. The curves in solid stars show the efficiency in-
cluding the DC-PSA acceptance. 2. Trigger logic simulation
low efficiency regions of the drift chambers which do not Al individual counter signals from the trigger hodoscopes

overlap the PSA are largely responsible for the loss of ac@'® latched and read out with any recorded event. The SAT
ceptance seen in Figs. 17 and 18. hardware logic has been emulated in softwf&] using

latched counter bits in lieu of electronic pulses. Using the
software and the latched bits, we can compare the predictions
with the actual hardware trigger bits for RSAT, SAT, and
A. SAT efficiency non-SAT events. This allows us to estimate the latching ef-
The SAT efficiency is computed using a Monte Canofici_encies of the hodoscopes and test the spftware Iogic simu-
simulation of muon scatters in the detector. We can identify2tion. We find that both RSAT and SAT triggers satisfy the

the following issues that need to be understood in order t(fefSAI simulatrion re'quiremen;s W.i;fh an eff!cierr:cy ;ff? excess
calculate the trigger efficiency correctly: efficiencies of the©f 98% over the entire run. The difference in the efficiencies

for the two triggers is about 0.2%, which contributes a small
uncertainty to the normalization of the SAT trigger. We con-
clude that the beam definition of the SAT trigger is well

V. TRIGGER EFFICIENCY

|
o
o

|
-
o

T | | = A understood.
Z‘; 1 [ O‘.,% We test our understanding of the SAT trigger hardware in
g-1sr S -2 ' the following manner. We take good scatters from the SAT
r L H and non-SAT event sample, require the beam simulation to
-25F -2.5 be valid, and predict whether the SAT should or should not
[ 3 have fired according to the latched counter signals. This
BN PR B s : R | should always agree with the presence or absence of the SAT
-1 0 12 2 100 225 350 475 600 hardware bit. Any disagreements are an indication(ipf
—05 oGy 1. Escat(GeV) latching inefficiencies ofii) a mistake in the logic simula-
X'f . e ‘" . E tion. They represent systematic un_certainties in our ability to
g 5 g og ) fully understand the hardware as it was when the event oc-
T fpeesesa N curred.
BESEREE £ The underlying distributions provided by the large-angle
i i 2.5 triggers(SVS, CVT, and SVSWAMP, the SATPS, and the
HHH HE CAL have different biases in scattering angle and scattered
_35 & _3 225 muon energy. This leads to different overlaps between these
-1 Y 1 2 475 600 triggers and the SAT. We measure from the data that the
l0g100*(GeV) Escat(GeV) discrepancies between the SAT hardware and software simu-

lation are all at the level of 1.3% or less for the different
FIG. 18. Muon reconstruction efficiency predicted by the MonteSamples. This suggests that the discrepancies are indepen-
Carlo simulation. The efficiency is shown in two dimensions. Thedent of the scattering kinematics and are instead due to a
lower plots show the efficiency including the DC-PSA acceptancesteady rate of timing or latching inefficiency or spurious
The minimum efficiency shown is zero and the maximum is unity.pulses or latches. These conditions are fairly stable over the
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entire run. We assign a systematic uncertainty of 1.3% in theorresponds to about 200 ns before and 100 ns after the
trigger acceptance calculation, due to lack of completdrigger time. This is much longer than the timing resolution

knowledge of the trigger hardware. of the trigger veto hodoscopes, so that we expect the delete-
rious effects of the out-of-time beams to be completely
3. Geometry of the trigger system eliminated by making this requirement.

In order to simulate the trigger in the Monte Carlo simu- (3) The scattered muon is deflected in the absorber
99 through multiple Coulomb scattering or otherwise. This

Iathr) program from 'f|rst principles, we have 'to Know th? means that a muon that would have projected into the veto
positions of all the trigger elements. The longitudinal posi-indow can avoid it and vice versa. While multiple Cou-

tions are determined by survey. In the transverse dire_ctior]omb scattering can be calculated using a simple formula,
reconstructed tracks from the data are used to determine thgygle |arge-angle scatters are harder to calculate. Empiri-

positions of the veto window edges to within 1 mm. cally, it is found that this is not a severe problem for muons
3 above 80 GeV, for which the deflection of the muon is less
4. Absolute probability of SMS veto than 1 cm at the veto counters. This is one of the reasons that

The SMS veto is constructed in the two views separately2 cut of 100 GeV is made on the momentum of the recon-
The two upstream stations of the SMS hodoscopes invthe Structed scattered muon in the entire analysis.
view areored to produce the SMSY veto. Similarly tle (4 The muon may emerge from the absorber accompa-
view hodoscopes are used to construct the SMSZ veto signdjied by other particles. This may be duedoay emission or

The SMS veto signal is then constructed by taking the coin@ hard electromqgnetic or hadronic interaction. While the
cidence of the SMSY and SMSZ veto signals. In otherMUOn may not hit the veto counters, one of the other par-
words ticles might do so and veto the event. It is difficult to calcu-

late these processes reliably, and it is necessary to measure
SMSV=(SMS1Y+ SMS2Y)(SMS1Z+SMS22). the effects and apply a correction.
The absolute probability of a SMS veto can be measured
In order to understand the probability that an SMS vetofrom the data by using a sample of events obtained with the
pulse is produced, we need to consider the scenarios that le&lorimeter(CAL) trigger. The CAL trigger is described in
to a particle hitting these counters. These are enumeratggec. 3.6.1 of37]. There are two salient features of this trig-
below. ger that make it ideal for this measurement. First, the CAL
(1) In the simplest situation, the scattered muon travels irfrigger uses only the calorimeter signals to trigger on the
a straight line through the absorber and hits the vetevent. In particular, no detector downstream of the hadron
counters. The knowledge of the geometry of the vetoabsorber is used. This makes the trigger completely insensi-
counters enables this process to be simulated trivially. tive to any muon activity in the absorber. Second, the CAL
(2) If there is more than one incoming muon in the sametrigger is completely positive with no veto components.
rf bucket, the SAT beam logic is unable to make an unamTherefore we obtain a sample of events unbiased with re-
biguous prediction for the position of the unscattered muonspect to muon vetos behind the absorber, which can be used
To guard against this situation, when there are hits in multo measure the veto probability in the muon veto hodo-
tiple beam counters, the SAT beam signal is vetoed by agcopes.
electronic device called the cluster module. This feature pro- The muon activity in the absorber can only depend on the
tects the SAT trigger against events with multiple muon infive muon parameters measured just before it enters the ab-
the same bucket. The effect of the cluster module has beegprber. These are the vertical and horizontal positions and
simulated using the latched hits and included in the simulaslopes, and the energy. The longitudinal position of the SMS
tion of the SAT beam. Therefore the requirement of the SATveto hodoscope is the most natural plane at which to report
beam in software provides an additional level of protectionthe extrapolated position of the scattered muon, assuming no
against multiple beams. The probability of multiple occu-deflection in the absorber.
pancy depends on instantaneous intensity, and is typically We simplify the five muon parameters as shown in Fig.
1-2 %. 19. The probability that a particle will hit the veto counter
The presence of beam muons in preceding or succeedir@ggpends on two coordinates. One is the distance between the
buckets is a somewnhat different issue. Muons in precedingrojected muon position and the point on the veto hodoscope
buckets have the possibility of creating veto pulses that overthat is closest to the muon. The closer the muon is to the veto
flow into the bucket containing the scattered muon. The SATcounter, the larger is the overlap of the ring with the hodo-
beam definition includes a no-neighbor requirement for thescope. This distance is labeled in Fig. 19 dasThus one
preceding bucket; in addition, the requirement of a singleexpects the veto probability to increasedadecreases. How-
reconstructed beam track removes some of these cases to ter, this probability cannot depend ahalone. For any
extent that the out-of-time muon can also be reconstructed igivend, the hodoscope subtends an anglat the center of
the beam spectrometer chambers. the ring. Asy increases, a larger fraction of the ring overlaps
We can actually detect and measure the timing of thewith the hodoscope, therefore again we expect the veto prob-
out-of-time beam muons. The spill local rate monifé2]  ability to increase.
records the beam muon occupancy of every bucket in the Hence we choosd and ¢ as our variables in terms of
vicinity of the trigger time. As discussed in the section onwhich we will parametrize the veto probability. Figure 20
reconstruction efficiency, events are eliminated in whichshows contours of equal and equaly. The measurements
there is a beam muon in the preceding ten buckets or thef the veto probability as a function af and ¢ obtained
succeeding five buckets with respect to the trigger time. Thisrom the CAL trigger data are shown in Fig. 21.
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Using the regression technique, we obtain the following

parametrization of the SMS veto probability:
FIG. 21. SMS veto probability measured using Calorimeter trig-
P(SMS vetg=af(d)+bg()+c ger data and compared with the Monte Carlo simulation of the

same.
=0.19ex5— 28.6d)

+0.235exp1.63 — )]+ 0.0009. The agreement between the data and the Monte Carlo
(5.1 simulation is quite good except in the regif| < 1 cm,
' where the veto probability is changing rapidly. In order to be
It is reassuring that the constant term is small as expectedinsensitive to the exact understanding of the veto probability
This parametric function for the SMS veto probability is ¢lose to the counter, we will impose a requirement
used to generate hits in the SMS veto in the Monte Carl¢>0.015 m in all the analyses. This also makes us insensi-
simulation. In order to test this simulation, we “measure” tive to the 1 mm uncertainty in the position of the veto ho-
the veto probability from the tuned Monte Carlo simulation 40SCOpe. . _
in the same way that the measurement is made from the data. We have added more terms in expressibri) to incor-
Figure 21 shows the results of the SMS veto probabilityPorate correlations between theand ¢ dependences. The
“measurement” on the Monte Carlo simulation. We note regression analysis was repeated to find the contribution of
that the Monte Carlo simulation reproduces the dependenc@ich terms. In all cases the extra terms are found to contrib-
on d and ¢, including the subtle variations witiy which ~ ute less than 1% to the veto probability. We also examined
were not forced in Eq(5.1). They are really the manifesta- the possibility that the veto probability depends on the muon
tions of thed dependence integrated over the underlyingenergy. We have added terms in the expression that are en-

distribution. ergy dependent, and we try linear, logarithmic, and inverse
energy dependences. Again, in all cases, such terms are
EQUIANGLE EQUIDISTANCE found to contribute less tha}n 1_% to the veto probability. We
CONTOURS CONTOURS conclude that the parametrization for the SMS veto probabil-
\ \ ity as a linear combination dof(d) andg(y) is adequate.

5. Absolute probability of SSA veto
We now turn our attention to the other component of the

\
o SAT veto, the SSA hodoscope. Since this hodoscope is in
VETO COUNTER front of the absorber, it is sensitive to hits from the scattered
muon as well as any other particle produced in the event final
——

from the muon interaction in the spectrometer, upstream of
the absorber.
W~ 170 deg We isolate the events in which the scattered muon does
not hit the SSA veto counter, in order to study the depen-
dence of the veto rate on final state quantities. Since the final
state is produced by the collision of the nucleon and the
FIG. 20. Contours of equal and ¢, which are the distance from apparent virtual photon emitted by the muon, the kinematics
the hodoscope and the angle subtended by the hodoscope. of the apparent virtual photon would be the natural variables

state. The final state includes all the other particles produced

d~2cm/

~ 90 ds
d~4cm v c8
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FIG. 22. A diagram depicting the final state particles produced s Mgww ¢ 5
by the apparent virtual photon, in relation to the SSA veto hodo- @ 0.1 . Qggw‘?‘*%s
scope. g Eamessermpe
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in terms of which to parametrize the final state activity. The o5 v (GeV)
muon radiates the apparent virtual photgh, carrying en- E: l
ergy v and emerging at an angk, with respect to the in- S04F L
coming muon direction. The apparent virtual photon is ab- ¢ . ¢ m
sorbed by the nucleon at rest and some final statenerges, o : i ‘%_M
which on average can be represented by a cone about the jf 0.2 ¢ o
direction of y*, as shown in Fig. 22. The probability thatone % o & 0“‘%% |
of the final state particles hits the SSA veto depends on two . ‘ l T%mowﬁ t
things: (i) the number of final state particles, which depends Oen I3 25 2 15 1 o5 o
on v, and(ii) the angle with which they emerge, which on 0G40,

average ig,. For smallg,, the particles are directed towards

the SSA and are more likely to hit it, while for largg, they

are directed away from the SSA and are likely to miss it. FIG. 23. SSA veto probability measured using LAT data and
For a given beam muon, thg* energyv and angleg, compared with the Monte Carlo simulation of the same.

characterize the event. Hence we choose to parametrize the

SSA veto probability in terms of these variables in the fol-ments” made from the Monte Carlo simulation. We compare

lowing manner: the dependence of the SSA veto probability on the apparent
virtual photon kinematicg andé,,, the scattered muon vari-
P(SSA vetg=a+b(»/100 GeVj +c(logyef,) ablesfy,and e, andQ?. These comparisons are shown

in Fig. 23, and in Figs. 6.12 — 6.16 p48]. We find that the
+d(v/100 GeVi* +e(»/100 GeVj(logiof/,) Monte Carlo simulation reproduces the data measurements
+ f(|oglogy)2, (5.2)  very well, for both the SATPS and LAT samples. We exam-
ine the differences between the data measurements and the
wherewv is in GeV andé,, is in radians. We use the SATPS Monte Carlo predictions, and find that the level differences
and the large-angle triggers to provide a data sample that &re less than 1%. Point-to-point systematic differences are
unbiased with respect to the final state, because these triggdess than 2%. No adjustments are made to the Monte Carlo
do not include any veto component upstream of the absorbegimulation for these differences. We take 2% as the estimate
We also impose the requirement that the muon scatter in thef the systematic uncertainty in the measurement of the SSA
target region, i.e., the longitudinal position of the recon-veto probability.
structed muon vertexX,,) satisfy the condition—13.5 m
<Xu< —11.5 m, because these are the events of interest,
and the veto probability may depend on the point of origin of o ]
the final state particles. We also requicg>0.0008 which Having incorporated all the detector-related effects into
removes thewe scatters appearing atg~ 0.000 545. A the Monte Carlo simulation, we can now use the Monte

regression analysis is performed on the data to calculate ttfe@rlo simulation to predict the SAT efficiency as a function
coefficientsa,b,c.d.e, and f. The results obtained are as Of kinematic variables. The one-dimensional plots are shown

follows: in Fig. 24. The efficiency is shown in two-dimensional
“box” format in Figs. 25 and 26, where the efficiency is
a=0.022 41, b=-0.069 24, proportional to the area of the boxes.
The SAT efficiency is computed twice with two different
c=-0.017 92, d=-0.002 800, underlying distributions. In the first case, the underlying
muon distributions are selected after all the analysis cuts de-
e=—0.049 80, f=—0.008 484. scribed in Sec. IX, except the geometrical cuts on the muon
position with respect to the SSA and SMS edges. This
sample gives the absolute efficiency of the SAT, shown in
This parametrization is then used to simulate SSA hits ifFig. 24 using open circles and in Fig. 25. The bulk of the
the Monte Carlo simulation. efficiency loss at small andQ? is due to loss of geometri-
We test the accuracy of the parametrization by comparingal acceptancéi.e., the muon hits one of the veto hodo-
the Monte Carlo results with the data. We compare the SSAcopes
veto probability measured from the data, using separate In the second case, we include the geometrical cut on the
SATPS and LAT trigger samples, to the same “measuremuon position to be outside the SSA and SMS edgee

B. SAT efficiency predicted by Monte Carlo simulation



54 PROTON AND DEUTERON STRUCTURE FUNCTIONS IN ... 3025
> 1 1 ‘ 05 [ !5 m
G R [ **,,**m**r*l o L B 2 afala
(:) 0.8 ,,** Ooo 0.8 r ****' g\ [ ®E’
& PP Er 15 F e -2 )
o8 ° 0.6 ES0000000,, i : =
r o r OOOOQ
4 4k ° i
6] Foo 0.4 : OOOOQ(X% 25 L ~-2.5 B \
L o L r o o |
0.2F ¢ 0.2 [ BH95ese 6s !
: [ gesen [ )
= L ! g Lu ol e 3 lemee® 1y -3 ; oy
~1 0 1 100 350 600 -1 1 2 100 350 600
109,,0°(GeV?) Escat (GeV) 10g,,Q%(GeV?) Escat(GeV)
> 1T 1 —a
§ «i ,,**'*55
G 08 i—*,*,m*; S 0.8 o ooo FIG. 26. SAT efficiency vs kinematic variables, predicted by the
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s o5 2 s P A. Detector calibration

egidscat 109108} A magnetic tracking spectrometer works on the principle

that the trajectory of a charged particle in a magnetic field
FIG. 24. SAT efficiency vs kinematic variables, predicted by thecan be calculated. The detector measures the position of the

Monte Carlo simulation, shown using open circles. For the curvegharged particle at various points along the trajectory as it
shown using solid stars, a geometrical cut has been made around thgsses through a region of known magnetic field. The posi-
SMS and SSA edges on the underlying muon distribution before thgion measurements were made in E665 using multiwire pro-
efficiency is computed. portional chambers and drift chambers. The particle position
. . ) o . and direction information is derived from the reconstructed

Sec. IX in the selection of the underlying distribution. This trajectory, while the momentum information is induced from

selection absorbs the geometrical acceptance loss into thge measured curvature in the magnetic field and the knowl-
underlying distribution. The SAT efficiency recomputed with ¢qge of the field.

this selection is shown in Fig. 24 using solid stars and in Fig.
26. Here we see the inefficiency due to the combined effects
of the vetoes induced in the SMS by the muon shower in the ) . . . .
absorber and the vetoes induced in the SSA by the final state,The first step in the calibration of the detector is to deter-
particles.

1. Chamber alignment and calibration

mine the relative positions of all the chambers in the detec-
tor. The details of this procedure can be found58]. First,
the longitudinal positions of all the detectors, i.e., positions
along the direction of the muon beam, were determined by
Having understood the trigger and reconstruction efficienoptical survey. In order to measure the relative transverse
cies, we know the fraction of muon scatters that we are abl@ositions, straight-line tracks were used as reference. In
to study off line. Since we are trying to measure the doubldE665, the noninteracting beam and halo muons provided an
differential cross section for muon-nucleon scattering, weabundant supply of particles that illuminate a large number
need to measure the kinematics of each muon-nucleon sc&f chambers simultaneously. Special triggers, using scintilla-
ter. As with any measurement, there can be errors in thi§on hodoscopes, were designed to trigger on the passage of
measurement on an event-by-event basis. These errors canligam and halo muons. Dedicated runs were performed peri-
classified into two categoriest) systematic biases an@)  odically with these triggers and a large number of these non-
errors due to the finite resolution of the detector. interacting muons was recorded. The various magnets in the
spectrometers were turned off so that the particles traveled in
straight lines in the field-free regions.

VI. DETECTOR CALIBRATION AND RESOLUTION

2. Magnetic field measurements

There were three magnets in the E665 detector. These
= were the beam spectrometer dipole magnet NMRE and the
two forward spectrometer dipoles CVM and CCM. Since the
beam was confined to a small central region of the NMRE
magnet and the magnet length was large compared to its
aperture, it suffices to characterize the magnet with the trans-
verse momentum Kkick it imparted to a typical beam muon.
On the other hand, complete three-dimensional field maps

FIG. 25. SAT efficiency vs kinematic variables, predicted by theare maintained for the CVM and CCM magnets, since par-
Monte Carlo simulation. The minimum efficiency shown is zero ticles traverse them over different regions of their large ap-
and the maximum is unity. ertures.

DLy ol
350 600

109,,Q%(GeV?) Escat(GeV)
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B. Checks of the detector calibration

Mean = 1.24+/-0.01
o =6.24+/-0.01

Data

There are various physics measurements that can be made 16000
in order to test the calibration of the spectrometer. We will
discuss each one of these in turn.

8000
1. Primary protons from the Tevatron

T e T

The Tevatron provides a very stable beam of protons that
are almost monoenergetic. Using a modified beam line, E665 0 "‘_'“'(‘)""‘ 20 o o 20
took data where the primary protons were brought into the v, (GeV)
muon laboratory. The momentum measurements of the pro- 3
tons in the beam spectrometer and the forward spectrometer SOOE_ g/ilggleagg;lo Mean i0'63+/ —-0.06
provide the absolute energy calibration for the E665 detector. 3 ¢ =6.00+-0.05
Using the values of the Tevatron magnet current settings, 3

the momentum of the primary protons was independently 400%:

determined to b&800.6+ 2) GeV [54]. The error in the pro- 3

ton momentum comes mainly from the inaccuracy in the 3

current readback of the Tevatron magnets. The transverse T Y T
momentum kick of the beam spectrometer NMRE magnet v, (GeV)

was tuned such that the beam spectrometer measurement

agreed with the measurement from the Tevatron. The trans- g, 27. Difference ¢) between momenta of noninteracting
verse momentum kick was determined to(8€515-0.004  peams as measured by the beam and forward spectrometers. The
GeV. This gives an error estimate of 0.3% on the absolutgpper plot is obtained from the data and the lower from the Monte
momentum calibration using this method. The error comegarlo simulation. The curves are Gaussian fits to the distributions,
mainly from the uncertainty in the primary proton momen- with the parameters as indicated.

tum. The primary protons can also be used to check the . )
measurement obtained from the forward spectrometer. ThEometer. Because of the elasticity of the event, the kinemat-
forward spectrometer measurement(800.5+0.14 Gev, ICS aré constrained to giveg=me/m, (up to radiative
where the error is statistical onf3]. This is consistent with ~ COTrections.

the primary proton momentum measurement. Cuts are applied to selgct clgam events using their
characteristic topologydescribed in Sec. 7.2.3 p44]). The
2. Relative momentum calibration of beam and forward log,oxg; distribution of events surviving these cuts is shown
spectrometers in Fig. 28. The characteristiae peak is observed with little

The relative momentum calibration of the beam and for-2ackground. There is a tail extending to lower values of
ward spectrometers can also be checked using the nonintefsi: Which may be due to radiative corrections to the elastic
acting muons triggered by a beam trigger. The difference ~€ Peak OruN scatters not rejected by the cuts. The histo-
in the momentum measurements from the two spectromete@m is fitted with a sum of two Gaussians, one for the main
should be zero. The average of this quantitfor noninter- pe peak gnd one to accommodate the tail. Using the main
acting beams varies rather randomly between 0.5 GeV and PeaK, We find that the mean 13.2643-0.0003 and the rms
GeV over the entire run. The distribution for non- IS 0.0241£0.0003. This can be compared with the value cal-

interacting beams integrating over all runs is shown in thefulated using the elastjge scattering condition, logxg; =
top half of Fig. 27. log1¢(me/mp) = —3.2639. The measureq; differs from the
A Gaussian fit is performed, yielding a good descriptionc@lculated value by (0:40.1)%.
of the distribution. We see that the beam spectrometer mea-
surement is systematically larger than the forward spectrom-
eter measurement by about 1.2 GeV. We repeat the same The neutral kaon can be used to check the calibration of
procedure on the Monte Carlo simulation, where the detectoihe forward spectrometer. THe is detected by reconstruct-
alignment and calibration is perfect. The reconstructed
Monte Carlo simulation yields a positive offset of about
0.6 GeV, indicating a bias in the track-fitting proced(see
lower plot in Fig. 27. We take the difference of 0.6 GeV
(corresponding to 0.13% at the mean beam energy of 470
GeV), between the data and the Monte Carlo measurements i
as a systematic uncertainty in the relative calibration of the 400 |-
beam and forward spectrometers. Since we use the Monte

4. Calibration check using the K mass measurement

5

1200 ¢ [)¢/dof 1369 / 8t

L Data

Events/0.00
o)
o
S

Carlo simulation to make the final corrections to the data in 0 - PP R
order to extract the cross section, the track-fitting bias is -35 —-3.4 -3.3 -3.2 -3.1 -3
automatically compensated for. 10g10Xg;

3. Calibration check using muon-electron scatters FIG. 28. log,gxg, for data events passing thee selection. The

The muon-electron elastic scatters detected by the exper¢urve is a sum of two Gaussians fitted to the data. The mean of the
ment offer another way to check the calibration of the specmain peak is—3.2643+-0.0003 and the rms is 0.024D.0003.
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resolution due to multiple Coulomb scattering and energy

E 360 [¢/Adof 2755 / 228 loss. In practice, the Monte Carlo simulation of the tracking
N Dota spectrometer is used to calculatg the resolution. .
£ 240 The smearing of the muon variables due to the resolution
> I is in general dependent on the kinematics. At some specific
120 £ kinematic points, we can check the calculated smearing in
[ the Monte Carlo simulation against the data. We will use two
I T . < . such points, provided by the noninteracting beams and the
0.3 0.4 05 0.6 0.7 0.8 muon-electron scatters.
7' Invariant Mass (GeV)
1. Resolution checks using noninteracting beams
FIG. 29. Thesr invariant mass distribution fov° vertices that For a noninteracting muon passing through the beam and

pass thek? selection. The curve is the sum of two Gaussians and §orward spectrometers, we expect the measured energy loss

polynomial fitted to the data. The fitted mean of the narrow peak isv, scattering angléds.,, and the squared four-momentum

(496.6-0.2) MeV and its rms is (7£0.3) MeV. transferQ? to all be zero. However, a finite value will be
measured due to the chamber resolution and multiple scatter-

ing a vertex of two oppositely charged tracks, which is de-ng- In Fig. 27, we see that the resolution at 470 GeV is
tached from the primary muon-muon vertex. Such a vertesabout 6 GeV. The Monte Carlo simulation reproduces the
has aV° topology, i.e., the topology of a neutral particle resolution measured from the data quite well.
decaying into two charged particles of opposite sign. The We have studied thQ“ and scattering angle distributions
such ask? A° and A® decays and photon conversions Carlo simulation, respectively. The typical reconstructed val-
> i . ues are similar for the data and Monte Carlo simulatisee

y—ete™ and also backgrounds due to small errors in the .
reconstructed track parameters, Sec. 7.3.1 and Fig. 7.6 ¢#8). In the rangeQ2> 0.2 GeV

We isolate a Clealh(g sample for the mass measurement,mZWh'd: \;\_/e "_‘akef the StI’UCtltJI’e fbunt;:Uorl]_'measurementsi g:e
using cuts described in Sec. 7.2.4[dB]. Following these Q" resolution is a few percent or better. Hence we expect the

cuts, we compute the invariant mass of M@ assigning smearing correction due to the angular resolution to be quite

charged pion masses to the two tracks. The resulting invarﬁ'ma”'

ant mass distribution is shown in Fig. 29. The distribution
shows a sharp peak and a broad peak, both centered near the
Kg mass, and a fairly flat combinatorial background. Super- The muon-electron scatters mentioned earlier can also be
posed on the distribution is a fit to the sum of two Gaussiang!Sed to check the resolution of the spectrometer. The width
and a second order polynomial used to describe the bacikf the ue peak in the logexg; distribution can be used for
ground. The narrow peak is clearly due to tgsignal, and this purpose. As shown in Fig. 28, the width is
we take its fitted mean of (496:80.2) MeV to be the mea- 96!0010%gj=0.0241+0.0003.  This  corresponds  to
suredK2 mass. The rms of the narrow peak is (7@3) 6Inxg; = 6xg; /xgj=0.055, i.e., a fractional resolution ot

2. Resolution check using muon-electron scatters

MeV. of 5.5%.
The measured value is about£D.2) MeV lower than 3. Estimating the resolution smearing corrections usin
the value published by the PD{®5] of (497.67-0.03) : 9 9 9

. . Monte Carlo simulation
MeV. To use the measurement as a calibration check, we

make the conservative assumption that the entire difference Using simulated Monte Carlo events, one can study the
is due to a momentum scale error in the forward spectromdifferences between the generated and reconstructed kine-
eter. We scale up the momenta of both tracks by a factor afatic variables as a function of the kinematic variables. We
1.003, and repeat the analysis of m% mass measurement. select the muon scattering angleand the muon energy loss
This yields a value of (497:50.2) MeV, in good agreement v as the two variables whose errors on average are uncorre-
with the Particle Data Grou@PDG ) value. Finally, we repeat lated with each other. We find that theresolution is about
the analysis once more with a scale factor of 1.005, yieldind GeV at lowr, which is consistent with the noninteracting
a K mass of (498.£0.2) MeV which overshoots the PDG beam studies, and improves to about 3 GeV at higiwhere
value. Hence we estimate an uncertainty of 0.35% in thdt is dominated by the error on the beam momentum. The
momentum calibration of the forward spectrometer. fractional resolution o9 is about 2.5% and is only weakly
dependent ord.
This dependence is used to extract a smearing kernel for
C. Detector resolution the variables I8 and v. The smearing kernel is parametrized
The resolution of a tracking device in free space is gov-as follows:

erned by three factors, the positions of the hits on the track,

the position resolution of the individual hits contributing to ong=0.03, logef<—24,
the track, and the number of hits. With a good knowledge of
these quantities, the expected resolution on the track param- Tine=0.015-(log, o0+ 2.0)/100.0,

eters can be calculated. In a realistic detector, the particle
traverses some amount of material and this degrades the logg0>—2.4, (6.2
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functions are related to the calculated cross section in the

o M4 [ Born approximation. In this sense, the structure functions are
% 12k l a o5k H. not directly measurable quantities in a cross-section experi-
£t Mm B ment. They must be extracted from the measurement by us-
5 N R S ing the calculated Born cross section and the higher order
2 . QED effects, which are called radiative corrections.
3 095 L
=]
;0.4““”““"“""""' 0.9 bl b s A. Formulation
5 10 20 30 40 50 -0.5-025 0 023 0.5
Y v (Gev) . 0G0 Q*(GeV) We refer to_th_e formulati_on of Mo and Tsg83] and Tsai.
3| D, I D, [34] of the radiative corrections to lepton-nucleon scattering.
g 12 l 105L According to Appendix B of33], the radiative tails from an
§ g Mﬂmm i unpolarized target to inclusive lepton scattering can be cal-
2 1 st o culated exactly to ordeg,, if (1) the single-virtual-photon-
= . exchange mechanism is assumg],the interference terms
° 095 between real photon emission from the lepton and the hadron
€ g bttt g bt e are ignored, ang3) the measurement is sensitive only to the
< 10 20 30 40 50  -0.5-0.25 0 0.25 0.5 scattered lepton.

v (Gev) log, Q*(GeV?) The virtue of the diagrams where there is only one virtual

photon exchanged between the hadron and the lepton is that
FIG. 30. Smearing correction for hydrogen and deuterium. Thehese diagrams can be factorized into a lepton tensor and a
arrows show the position of the cut>35 GeV made in the struc- hadron tensor. The hadron vertex has the same form as in the

ture function measurement. Born diagram, and therefore can be expressed in terms of the
same structure functions. Therefore, this subset of diagrams
and can be calculated using the known physics for the lepton and
the hadron structure functions. While the structure functions
o,=/9.0+(0.000 02&'?)?, (6.2)  area priori unknown, they can be extracted using an itera-

tive procedure.
whereE’ is the scattered muon energy in GeV for a given This factorization property does not hold for diagrams
v in GeV andé is in radianso,, ando, (in GeV) are used Wwhere two or more virtual photons are exchanged between
as the rms of independent Gaussian random number geneithe lepton and the hadrdfrig. 8.3c) in [48]]. The effect of
tors. the double virtual photon exchange can be confirmed by

In order to estimate the smearing correction, a fast Mont€omparinge™ p ande™p scattering, because the interference
Carlo technique is used to generate about>200° events. of this diagram with the Born diagram is odd in the sign of
The parametrizations of tHe, andR structure functions and the lepton charge. The difference betweehp and e™p
the calculated radiative corrections are used to compute thgcattering indicates that the effect of double virtual photon
total muon cross section. This cross section is modified bgxchange is small56]. Model-dependent calculatior{see
the computed detector acceptance so that events can be geliscussion in[57]) show that the double-photon-exchange
erated according to the distribution of the triggered and reterms are typically logarithms or dilogarithms with argument
constructed events. The kinematic variables of the generaté@®/xW?. At low x the argument is of order unity, giving
event are randomly smeared inand Irg, according to the small values for the logarithm. The further suppression by a
parametrized smearing kernel. power of a, justifies the neglect of these terms.

The smearing correction is defined as the ratio of the Henceforth we will make the assumption that the single-
number of smeared events to the number of generated eventistual-photon-exchange mechanism is dominant. Further-
in a bin. The smearing corrections for hydrogen and deutemore, in the formulation of Mo and Tsai, all electromagnetic
rium are shown in Fig. 30. At low there is a significant corrections to the hadron vertex are absorbed into the defi-
smearing correction, but it falls below 10% fer-25 GeV. nitions of the nucleon structure functions. Hence we are left
The angular resolution is good enough that the true anavith the following subset of diagrams: real photon emission
smeared logyQ? distributions are very similar, and the off the incoming and outgoing leptons, virtua? exchange
smearing correction iQ? is less than 1%. and interference between virtual photon and virtd8lex-

This fast Monte Carlo technique gives us an estimate othange, virtual photon correction to the lepton vertex, and
the correction to the measured cross section due to resolutidaop correction to the photon propagator, includieg, 7,
smearing. In the structure function analysis, the GRANT- and quark loops.
based Monte Carlo simulation is used to combine all the Since there is an infrared catastrophe, in the sense that the
corrections due to the detector, including the resolutiorcross section for the emission of very low enefggft) pho-

smearing see Eq(3.5]. tons diverges, second order effects are infinite. Some way
must be found of handling this. In the method of Mo and
VIl. RADIATIVE CORRECTIONS Tsai, an energy cutoff parametaris introduced to define a

soft photon. At lowest order, the cancellation of the infrared
In this analysis, the measurement is made of the differendivergence in the real photon emission and virtual photon
tial muon-nucleon cross section. However, the structurevertex diagrams gives a finite remaind®&rwhich is a func-
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tion of the cutoff parameteA. It has been showf68] that
& can be calculated using the kinematics of an assumed H, (%), D,(O)
single real photon emitted, and the emission of an infinite
number of soft photons can be incorporated into the calcula-
tion by replacing # §—e°. For the emission of hard pho-
tons more energetic thah, the lowest order calculation is
used. This piece is finite and higher order contributions T S
should be suppressed by powersaQf,. T S RO S

In a robust calculation, the sum of the infrared piece and —1 0 1 2
the hard photon piece should be independent ofStudies log,Q*(GeV?)
[42] show this to be true to a very good approximation when
A~0.00k.,, Hence, in this analysis\ is chosen to be
465 MeV.
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B. Results I

The radiative correction is calculated by theRRAD pro- -1 0 1 )
gram[25] using the Mo and Tsai scheme. The inputs to the 10G:Q%(GeV?)
program are described in Sec. Il B. The internal integrations
in FERRAD are performed using 280 steps in hadroAland
8 unequal intervals in the radiated photon angle optimized
for speed and accuracy. Each of the 8 intervals are integrated
using 35 equal steps. Further increase in the number of inte- [ ——
gration steps produced a negligible change in the result. TS R BN B

The radiative correction is defined hy,,/oy,, where -1 0 1 2
oot is the differential muon cross section amgl, is the Born l0g,,Q"(GeV?)
cross section. The measureg,; is divided by this ratio to
extract the Born cross section, which is then related to the 5 31 calculated radiative correctiony, /o, for proton and
structure functiorF,. The correction is calculated on a 30 geyteron, shown as a function of IggQ% GeV?) in bins ofXg; .
X 30 grid in xg; andyg;. The correction at any kinematic
point is obtained by interpolating in a locak3 grid around
the point of interest.

The total cross section is given by

N
=

xg=0.239

O_tot/ghf
N
SRS

O coner IS the tail from coherent nuclear scatteritegro for
proton, oquasi iS the tail from quasielastic muon-nucleon
scattering, andri,q is the tail from inelastic scattering out-

Tror= 01, % K(L1+vacpoh vertext+ weak+ small) + o coner side of the bin widthA. At low x and highy, there is a large
radiative correction fromr gne, and ogyasi. This is because

+ O quasit Tinels (7.1 for elastic scattering there is no minimum energy transfer at

small Q2. There is a divergence in the muon propagator

where we note the following. when it radiates away all its energy as a collinear high en-

K=e° is the soft photon part of the radiative correction ergy photon and scatters elastically as a low energy muon.
mentioned earlier. It varies between 0.9 at the Jorange of  This divergence is regulated only by the muon mass. In con-
the data to 0.8 at the higk range. Being less than unity trast, inelastic scattering always involves some energy trans-
indicates that in this range af soft photon radiation is caus- fer, which serves to cut off the divergence in the cross sec-
ing more events to leak out of a bin of widththan leak in.  tion. At low X, the sum ofcocoper and ogyasiiNCreases up to
It is similar for protons and deuterons because the inelasti80% of 4, at the highesy of the data, while at high it is
structure functions for protons and deuterons have similasmall. Since the coherent tail is missing for a proton target,
shapes over the range of the E665 data. and since the elastic form factors are different for protons

“vacpol” is the correction due to vacuum polarization and deuterons, the difference between the coherent and
effects. It varies between 2% and 7% from the low to highquasielastic tails for the two targets accounts for the bulk of
Q? range of the data. Again it is similar for protons and the difference between the radiative correctiomge, varies

deuterons. between about 15% and 25% of;,, from low to high x.
“vertex” is the correction due to the lepton vertex loop. It oj,e COrresponds to events migrating into the bin from adja-
varies between 0.5% at lo®? and 3% at highQ?. cent inelastic scattering bins. The positive contribution from

“weak” is the effect of theZ® exchange. It increases with e and the negative contribution from tike factor cancel
Q? but is typically smaller than 1% fap?< 100 Ge\2. Itis  each other to some extent.
negative. The total radiative correction applied to the data, as a
“small” contains small corrections to the infrared nondi- function ofxg; andQ?, is shown in Fig. 31. The correction is
vergent part and the soft photon part. It is negative and lesplotted foryg;<0.8 because a similar cut is applied to the
than 1%. data sample used in this analysis. The correction is larger for
The bulk of the radiative correction comes from real pho-the proton than the deuteron mainly because the radiative tail
ton emission.oconer, Tquasis @Nd o @re the radiative tails  from elasticup scattering is larger than the tail from quasi-
due to hard photon radiation from other kinematic points.elastic wn scattering. This radiative tail increases wigh
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causing the radiative correction to reach a maximum at low 1. Beam spectrometer response
x and highQ?. There it is about 40% oé,, for the proton

As mentioned above, the experiment is designed so that
and about 25% o, ,, for the deuteron. P g

the beam spectrometer response will be the same for all trig-
o gers. The only reason for the response to be different is dif-
C. Uncertainties ferences in the trigger timing. This can cause changes in the

The calculated radiative corrections depend on the inputching efficiencies of electronic signals and hence change
o1, and the approximations made in the calculation. Thehe efficiencies of various on-line and off-line requirements.
dependence on the input,,, is investigated by varying the A detailed study of the trigger timin0,61] showed that all
inputs by their respective measurement errors. The results &fe triggers have similar timing to better than 0.5 ns. The
this investigation are discussed in Sec. IX C 5. The accuracjjtter in the trigger time is about 1 ns, and the trigger time for
of the Mo-Tsai formulation is estimated by comparing with all triggers is stable within 2 ns over the entire run.
the formulation of Bardinet al. This comparison[41,42 In order to test the sensitivity of hodoscope latching effi-
shows that, when the radiative correction is as large as 50%iencies to variations in trigger time, we study the probabil-
at low x and highy, the difference between the two calcula- ity that the simulation of various elements of the trigger logic
tions is less than 2%. We therefore assign the systematig satisfied. We find practically no run dependence in the
uncertainty on the radiative correction to be 4% of itself, probability that the SSA and SMS hodoscopes record a hit

originating from calculational inaccuracy. (the efficiencies are in excess of 99.7%nd in particular no
correlation of their efficiencies with any trigger time varia-
VIIl. LUMINOSITY tions. Therefore we conclude that the detector efficiencies

The absolute normalization for the muon scattering eventgre notvery sensitive to any timing difference between trig-

is provided by the luminosity. As indicated in Sec. II, the 9¢'S:

luminosity measurement requires the understanding of the

beam and the target. In addition, the response kernel of the 2. Beam counting
detector can depend on the beam profile. For this reason,

understanding the beam implies that the total number of us- The issue of countlng the total number of beam muons is
able beam muons and the beam distributions be known ow reduced to measuring the prescale factor for the random

shall first discuss the beam and then the target. b_eam t_rigger. The function qf prescaling the e_Iectronic be_am
signal is performed by special hardware circuits that provide
pseudorandom prescalinf2]. These modules are pro-
grammed to provide a prescale factor of>2To guard

At E665 the luminosity is measured by using a variant ofagainst small deviations from the preset value, the prescale
the technique discussed[ifi9]. The normalization procedure factor is also measured using beam scalers.
involves the following strategy. Individual beam muons are Details of the scaler schemes and the prescale factor mea-
tagged and reconstructed in the beam spectrometer. The hearement are provided {53]. Two sets of scalers are used,
doscopes in the beam spectrometer are used to provide a fagie being read out and reset after each spill, and the other
electronic signal to indicate the incoming beam muon. Thisheing read out and reset after each event. The run depen-
signal serves three purposes. First, it is used in coincidenagence of the prescale factor is examined, and no significant
with other signals, indicating a muon scatter to form thedeviation from the average value is found. The measurement
trigger. Second, a randomly prescaled version of this bears performed separately with the hydrogen and deuterium
signal is used to form a random beam trigger. Third, the totatargets in place, and with the event scalers and spill scalers.
number of beam pulses is counted by using two differenfAll measurements are consistent with each other within the
scaler schemes that provide a cross-check on each other. statistical uncertainty. The prescale factor used in this analy-

If the beam spectrometer response is the same for theis for RSAT triggers is 526718800, corresponding to
random beam trigger and the physics trigger, then the nunB.15% uncertainty in the beam counting. The base 2 loga-
ber of usable beam muons can be accurately determined Rithm of the measured prescale factor is 19.007.
counting the number of usable random beam triggers and
multiplying this number by the prescale factor. The prescale
factor is determined independently by comparing the number
of random beam triggers with the number of actual beam The final aspect of understanding the beam muons is the
signals counted by the scalers. This method has the advanerrect reproduction of the beam distributions in the Monte
tage that the absolute beam spectrometer tagging efficiendyarlo simulation. This ensures that the acceptance correc-
need not be known. This efficiency includes the hodoscopéons extracted from the Monte Carlo simulation have used
and beam track reconstruction efficiencies as well as the esthe correct underlying distributions to average oyEq.
perimental dead times and loss of events during off-line pro3.3)]. Detailed studies of the beam distributions are provided
cessing. In addition, it includes the loss of beam muons dué [26], and the procedure used to include them in the Monte
to off-line cuts that are used to define the usable beanCarlo generation is discussed in Sec. lll. Here we provide
muons. As long as the beam muons in the physics triggersomparisons between the beam distributions measured from
are subjected to the same requirements as the beams in ttie data and the Monte Carlo simulatigRig. 32. The
random beam triggers, the effect cancels in the ratio of physMonte Carlo simulation is able to reproduce the distribu-
ics triggers and random beam triggers. tions.

A. Understanding the beam

3. Beam distributions
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riods, the molar density of Bis measured to be 0.040 346

Data (k). Monte Carlo Simulation (0) mol/cm® for the early period of the run and 0.040 487
0.1 [ 0.1 I mol/cm? in the latter period.
%
L fﬂh L : Z 3. Target composition
0.05F ° e 0.05 ® % The chemical composition of the targets were measured
® & o using a boil-off tesf53]. The deuterium target was found to
g e be contaminated with hydrogen deuteril¢D). The HD
ol v 1 8., ol B 1 @, contamination has two effects on the molar density of nucle-
-0.05 0 0.05 -0.05 0 0.05 ons. First, the physical properties of HD are slightly different
0.1 Ybeam (M) 0.3 Zbeam (M) from D,; therefore, at the same temperature and pressure the
I I molecular density of the target changes due to the contami-
f I Z nation. This is a relatively small effect. The main effect is
- °‘j that in a molecule of HD there is one nuclegmeutron
0051 % 015 S fewer than in a molecule of P Therefore, even though the
- iy % : $ N molecular density does not change very much, the nucleon
[ ® % I o0 density changes substantially when, B replaced by HD.
0 olas £, L N Furthermore, the change in the scattering rate depends on the
300 475 650 0 o1 02, neutron-to-proton cross-section ratio.
Epearn (G&V)  6(1/Epeqm) (GeV™") x 10

In order to correct the deuterium scattering rate for the
HD contamination, we proceed as follows. The measured
FIG. 32. Position and energy distributions of RSAT beamscattering rate on the deuterium target is
tracks, compared for the data and Monte Carlo simulation.

B. Understanding the target Rmeasure (2 Bp), (8.2

The relevant properties of the target are the length, COM hile the ©

- ; . ; . true” scattering rate in the absence of HD con-
position, and density. These will be discussed in turn. 9

tamination would be

1. Target length

The cryogenic liquid target vessels were cylindrical and Rirue” 7a 8.3

made of Mylar, surrounded by an insulating Rohacell jacket.
A vacuum was maintained between the Mylar vessel and thehere we have defined the cross sections per nucleus.
Rohacell jacket for insulation purposes. The lengths of the8+ « differs from unity because of the change in the mo-
targets were measurd63] under three sets of conditions: lecular density(each molecule of HD contains the same
room temperature at normal pressure, room temperature atumber of protons as a molecule of,D « differs from
15 psi, and liquid nitrogen temperature at 15 psi. Using thesgnity due to the change in the molecular density as well as
measurements, the following lengths are inferred for the tarthe absence of one neutron in an HD molecule. &and
gets at 20 K: B values are extracted using the measured HD contamination
[53] and are quoted here as
hydrogen: lengtk (99.1+0.035 cm,

early runse=0.983 72, 5=0.01572,
deuterium: lengtk (98.9+0.035 cm. (8.1 Y “ B

The uncertainty includes the error in the temperature coeffi- later runse=0.952 19, B=0.046 19. (8.4
cient and the accuracy of the length scale. Additional small

corrections are made for the semicircular vessel end capgach scatter on the deuteron target is reweighted by the ratio
due to which the length of target materlal traversed by eaclk /R .qin order to estimate the scattering rate that
beam depends on the transverse position of the beam Wilfy, |4 occur if the target had been pure deuterium. The cor-
respect to the target axis. The uncertainty in the transversg,.ion requires the knowledge of;/o,, for which we use

position of the target contributes an uncertainty of 0.5% Qhe E665 measuremef&3] at low x andQ? and the param-

the luminosity. etrization of data from previous measurements over the rest
of the kinematic range. The correction is about 2.2% at low
X, whereoy/ o, is close to 2, and is smaller at larger

The saturated vapor pressures in the targets are continu- The uncertainty in the density measurement amounts to
ously monitored and used to calculate the target temperatur€s05% for hydrogen and 0.6% for deuterium. The uncertainty
and therefore the densiti¢§3]. The density of the liquid in the density for hydrogen comes from the uncertainty in the
target is fairly insensitive to the pressure. The molar densitypressure readout accuracy and the pressure-to-density rela-
of molecular hydrogen is measured to be 0.035 022ionship. The uncertainty in the deuterium density includes
mol/cm®. Because of changes in the hydrogen deuteridéhis and the uncertainty in the correction for the HD contami-
(HD) contamination in the B between different running pe- nation.

2. Target density
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IX. STRUCTURE FUNCTION RESULTS Following this selection, the surviving RSAT events are

. . . . . used to measure the luminosity, while the SAT events are
. All of the mfprmatlé)r) okr)]talned aqd d|sfc$]ssed in the ]Pre'subjected to further selection as discussed below. The RSAT

vious sections Is used In the extraction of the structure fUnCa\onts are weighted to correct for target length effects as

tion. The flow of the analysis program used to obtain theyiscyssed in Sec. VIl B 1. For nomiham targets, the final
results is now discussed. This will include the cuts made of mber of weighted RSAT events is 159 853 for hydrogen

the data to define the final sample. The motivation and the g 648 for deuterium, and 31 796 for the empty target.
efficiency of the various selection criteria have already been

described in the preceding sections. The results and the de-

termination of the systematic uncertainties will be discussed. .
The following cuts are made on the reconstructed param-

eters and the scattered muon track:
A. Beam selection (1) The scattered muon momentum must be greater than
] ) ) 100 GeV. This makes the muon mismatch probability negli-
The first step in the structure function measurement progipje, reduces the radiative corrections and the correction
surement is performed by counting the scattered muokhe hadron absorber, making the trigger easier to understand.
events selected by the small-angle trigg8AT), and the (2) The muon energy loss must be greater than 35 GeV.
luminosity is measured by counting the random beam trigThis eliminates the contamination from noninteracting beam

gers(RSAT) defined in conjunction with the SAT. The same muyons and restricts the data to the region where the smearing
selection is applied to the RSAT and the SAT events, whiclygorrections are small.

are randomly mixed with each other in the data stream. This (3) The calculated fractional error on the reconstructed
ensures that the efficiency of the beam selection cuts cancelsmyst be less than 0.5, i.e5»/v<0.5. This cut was em-

B. Scattered muon selection

in the normalization of SAT to RSAT events. _bedded in the output filter during data reconstruction. It has a
The following criteria are imposed on the beam muons iNminimal effect given the cut om.
the SAT and RSAT events. (4) The transverse position of the scattered muon, when

(1) The very early running period shows some loss ofprojected to the SMS hodoscopes defining the SAT veto win-
efficiency in the drift chambers, and the very late runninggow, must be at least 1.5 cm outside the edge of the window.
period shows loss of efficiency in many of the forward spec- (5) similarly, the transverse position of the scattered
trometer chambers. Hence data from these runs are left out @dyon, when projected to the SSA hodoscope, must be at
the analysis. least 2.5 mm outside the edge of the SSA veto window.

(2) One and only one beam track should be reconstructed (6) The longitudinal position of the reconstructed vertex
in the beam spectrometer. This simplifies the counting ofyyst pe within the range- 13.5 m<X,,<—11.5 m. The
usable beam muons and also removes any ambiguities in th@yminal target position is between13 m and—12 m. Be-
reconstruction of the beam-scattered muon vertex. ApproXizayse of resolution smearing ¥, , in-target scatters can be
mately 10% of the events contain multiple beam tracks, mOSfeconstructed outside this range. About 3% of the in-target
of which are out-of-time tracks. . scatters are lost by the requiremenfl3.5 m< X< —11.5

(3) The latched hits in the beam hodoscopes are require, This loss is corrected by using Monte Carlo simulation.

to satisfy the SAT beam logic. This ensures that the beanne off-target scatters included by the cut are statistically
track occurred in the proper time window of the trigger.  syptracted using empty target data.

(4) The spill local rate monitor is used to identify events (7) The scattered muon track is required to receive a con-

where a second beam muon traversed the spectrometgfyytion from the PSA or drift chambers. This ensures good
within the time window specified by eleven radio-frequencyegolution on the scattered muon.

(rf) buckets preceding and six rf buckets succeeding the trig- (g) Reconstructed scattered muons extrapolating into cer-
ger bucket. These events are removed from the sample. Thigin regions of the drift chambers or PSA are excluded from
cut eliminates the trigger vetoes due to the out-of-time bearge sample. These are in certain low efficiency regions which
muons and improves the reconstruction efficiency in the foryre straightforward to define geometrically. For the PSA, the

ward spectrometer in the beam region. acceptable region is defined as
(5) The beam track is extrapolated in a straight line from
the most downstream beam stati@BT4) to the upstream (Ypsat 0.024%+ (Zpspa— 0.005%<0.065,

and downstream face of the target {3 m and—12 m,

respectively. At each face a cut is made on the transverse . ) . .

coordinate of the beam, to ensure that the beam traverses t é;u_are the c.oordmates. are defined at the PSA in meters. This
full length of the target material. The transverse position o efines a 9|fcular region where all .PSA chambers overlap
the beam is required to be within 4.6 cm of the longitudinai@d the efficiency is high. For the drift chambers, the muons

axis of the target. Approximately 30% of the beam muongP@ssing through the septum region qf either dr'f,t chamber

are removed by this cut, because the beam was hitting thfation are removed. The septum regions are defined as

edge of the target.
(6) The reconstructed beam momentum is required to be —0.005 M<Ypea<0.035 m
within the range of 350 and 600 GeV. A very small fraction
of the events lies in the tails of the beam momentum distri-
bution outside this range. —0.045 m<Ypee<—0.005 m.
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—-0.3m<Y,<0.3 m and-0.2 m<Z,<0.2 m, where used as the systematic uncertainty in each(Winich is typi-
these scattered muon coordinates are measurd=at m,  cally less than 3%
and 4,<20 mrad . The motivation for these cuts is dis- €. SSA veto probabilityEven if the muon were to fall
cussed in Sec. IV, where it is shown that at large distancegutside the geometrical acceptance of the SSA veto, the trig-
from the center of the CCM, there is a loss of scattered muo@€r may still be vetoed by hadrons or other particles pro-
rate in the data which is not reproduced by the Monte Carl¢luced by the muon interaction in the forward spectrometer.
simulation. Since the reasons for this are not yet fully underThe probability of this sort of veto has been measured, and
stood, we do not use the data from these outer regions of tHée uncertainty on the probability is estimated at 10% of
detector in the structure function analysis. itself. In order to estimate the effect of this uncertainty on
each bin, the Monte Carlo parametrizations of this probabil-
ity are varied in both directions by 10%. The acceptance
correction is reevaluated in both cases and applied to the

The Monte Carlo sample of events is subjected to thejata. The resulting change in the measufeds quoted in
same selection criteria as the data, in order to derive théhe columns marked A and A— (for an increase and de-
corrections due to the detector response. The quality of therease in the SSA veto probabilitin Tables A.1-A.3 of
Monte Carlo data has been discussed extensively in the pre4g]. Half of the difference between the upward and down-
ceding sections. The studies mentioned therein are used {gard variation is used as the systematic uncertainty in each
estimate the uncertainties in various aspects pertaining to thisin (which is usually less than 2%
measurement. The systematic uncertainties that depend on d. Combined uncertainty in trigger efficiencgince the
the scattering kinematics are grouped in six categories: trigthree sources of uncertainty mentioned above are indepen-
ger efficiency, reconstruction efficiency, absolute energydent, they are combined in quadrature to arrive at the uncer-
scale, relative energy scale between the beam and forwakginty in F,. This is quoted in the column marked TR in
spectrometers, radiative correction, and variatioRiThere  Taples I-IV.
is also an overall normalization uncertainty which does not
depend on the scattering kinematics. These sources of uncer- 2. Reconstruction efficiency
tainty will be discussed in turn.

C. Estimation of systematic uncertainties

We include in this category the efficiency of reconstruct-
ing the scattered muon vertéwhich depends on the multi-
plicity and the scattering anglend the DC-PSA efficiency.

The kinematics-dependent systematic uncertainty in thehese three effects are kinematics dependent.

SAT efficiency comes from three sources: incomplete a. Multiplicity dependenceThe uncertainty in the ineffi-
knowledge of hodoscope geometry, SMS veto probabilityciency is estimated at 10% of the inefficiency itself, when
and SSA veto probability. considered a function of event multiplicity. The inefficiency

a. GeometryThere is some uncertainty in the position of js adjusted as a function of multiplicity in the Monte Carlo
the various hodoscope elements that participate in the SATsimulation by 10% of itself in both directions, and the data
This limits the accuracy with which the Monte Carlo model are corrected with the adjusted Monte Carlo simulation. The
simulates the geometrical acceptance of the SAT. To evalipercent change in the measured is given in the columns
ate the sensitivity to the hodoscope positions, the SSA vetgharked N+ and N- respectively, in Tables A.4—A.6 of
window is enlarged by 1 mm on each edge, and the SM$48]. Half of the difference between the upward and down-
veto window is enlarged by 2 mm on each edge using thuard variation is assigned as the systematic uncertainty in
reconstructed muon track, both in the data and the Monte, due to the uncertaintgwhich is typically less than 1.5%6
Carlo simulation. The acceptance correction is reevaluategh the multiplicity dependence of the efficiency.
from the Monte Carlo simulation and applled to the data. The b. Scattering ang|e dependenéﬁje reconstruction effi-
fractional change in the measuredF, [(F3® ciency can depend on scattering angle, but the Monte Carlo
— FSandary/pstandary s given in the column marked G in simulation cannot be validated by comparing with the data
Tables A.1-A.3 of[48]. The absolute magnitude of the directly, because the scattering angle cannot be measured
change(which is usually less than 2% except at the lowestunless the muon is already reconstructed. We use the differ-
Q?) is used as the systematic error estimate. ent triggers to obtain event distributions biased towards

b. SMS veto probabilityEven if the muon were to fall small and large angles, respectively. An adjustment is made
outside the geometrical acceptance of the SMS veto, the trige the Monte Carlo simulation to match the data by interpo-
ger may still be vetoed by shower particles accompanyindating in the scattering angle. This procedure uses all avail-
the muon as it passes through the hadron absorber. The prosble information; hence, it is used in quoting the measured
ability of this sort of veto has been measured, and the uncef,. The uncertainty in this procedure is estimated by ignor-
tainty on the probability is estimated at 15% of itself. In ing the angular dependence of the Monte Carlo adjustment
order to estimate the effect of this uncertainty on each binand redoing thé=, measurement. The fractional change in
the Monte Carlo parametrizations of this probability are var-F, is quoted in the column marked A in Tables A.4—A.6 of
ied in both directions by 15%. The acceptance correction i$48]. It is assigned as the systematic uncertainty due to the
reevaluated in both cases and applied to the data. The resufiessibility that the angular dependence of the efficiency is
ing change in the measurdg, is quoted in the columns not completely understood. The magnitude of this uncer-
marked M+ and M— (for an increase and decrease in thetainty is typically less than 2%.

SMS veto probabilityin Tables A.1-A.3 0f48]. Half of the c. DC-PSA efficiencyWhile the DC and PSA chambers
difference between the upward and downward variation isare not essential for reconstructing the event, they are re-

1. Trigger efficiency
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TABLE I. Kinematics-dependent systematic uncertaintyFin TABLE II. Systematic uncertainty iff, due to various sources
due to various sources. Numbers are in %. FRrigger efficiency, (continued. Numbers are in %. TR= trigger efficiency, RE=
RE = reconstruction efficiency, EA= absolute energy scale, ER reconstruction efficiency, EA= absolute energy scale, ER rela-
relative energy scale between beam and forward spectrometers, RiBe energy scale between beam and forward spectrometerss RC
= radiative correction, RS= variation in Rg ac, and BN = bin radiative correction, RS- variation inRg ac, and BN = bin cen-
centering and bin edge effects. tering and bin edge effects.

Bin center Proton Bin center Proton
log;x log;Q> TR RE EA ER RC RS BN log;x 10g;Q>° TR RE EA ER RC RS BN

-3.049 -0.641 26 93 -43 -04 16 0.7 0.7 -1912 0.175 11 24 -06 -46 09 00 0.0
-3.049 -0.505 35 17 -22 14 21 14 0.6 -1912 0.311 09 06 09 -23 09 01 0.0
-3.049 -0.369 42 71 00 -09 24 21 0.2 -1912 0.447 08 09 07 16 06 01 0.0
-3.049 -0.233 31 50 08 -11 34 29 15 -1912 0.583 08 15 04 -15 12 05 0.0
-2.907 -0.641 402 96 -28 04 16 04 0.8 -1.912 0.719 09 17 21 -11 14 13 01
-2.907 -0.505 28 33 -24 00 17 08 05 -1912 0.855 12 16 -12 -08 19 20 06
-2.907 -0.369 47 13 -02 02 17 11 04 -1762 0.175 12 07 24 -12 10 00 03
-2.907 -0.233 26 24 08 -08 22 15 0.0 -1.762 0.311 09 15 15 -13 10 00 0.0
-2.907 -0.097 28 19 09 -09 30 25 15 -1.762 0.447 06 06 -03 -50 06 00 03
-2.756 -0641 608 00 -36 19 15 02 0.7 -1.762 0.583 07 16 -05 -10 07 03 0.0
-2.756 -0.505 81 16 -32 00 14 03 05 -1.762 0.719 04 10 05 -05 10 06 0.0
-2.756 -0.369 24 19 -21 -04 14 04 04 -1.762 0.855 10 26 13 -02 11 09 O0.1
-2.756 -0.233 17 45 04 -04 16 06 0.0 -1.762 0.991 13 26 24 00 16 18 05
-2.756 -0.097 24 34 -02 -03 19 15 02 -1611 0.447 05 13 -26 -27 06 00 03
-2.609 -0.505 100 21 -17 -03 15 00 0.0 -1.611 0.583 06 09 16 02 07 02 00
-2.609 -0.369 25 12 -29 -05 13 02 05 -1611 0.719 04 12 -06 -03 07 03 03
-2.609 -0.233 22 14 02 -06 15 02 0.0 -1611 0.855 09 13 08 -23 08 04 00
-2.609 -0.097 17 22 00 -03 15 0.7 03 -1.611 0.991 06 20 -21 -16 09 08 01
-2.609 0.039 18 13 -01 -11 17 13 0.1 -1.611 1.127 08 29 44 -07 12 16 15
-2.609 0.175 21 14 18 -16 24 21 09 -l1461 0.583 05 27 07 -51 07 00 01
-2.432 -0.369 24 21 -23 -28 11 03 03 -l1461 0.719 05 21 -03 -39 07 00 0.0
-2.432 -0.233 24 10 -02 -18 11 00 0.0 -1461 0.855 04 15 07 15 06 01 00
-2.432 -0.097 17 18 02 -17 11 02 00 -1461 0.991 05 21 -01 -08 06 04 00
-2.432 0.039 14 15 14 -06 12 05 00 -1461 1.127 08 21 -01 01 07 08 00
-2.432 0.175 15 11 10 -04 15 09 01 -1.310 0.719 03 19 03 -08 06 00 01
-2.432 0.311 17 13 -12 -12 21 15 03 -1.310 0.855 04 07 00 -17 06 01 0.0
-2.284 -0.369 29 51 36 -28 14 00 34 -1310 0.991 04 16 14 -26 04 02 00
-2.284 -0.233 39 17 -06 -23 11 02 0.0 -1.310 1.127 01 13 01 -16 05 03 0.0
-2.284 -0.097 23 06 06 -26 11 02 00 -1.310 1.263 05 23 15 -09 06 08 02
-2.284 0.039 16 21 -07 -23 10 03 0.0 -1.310 1.399 08 57 -01 -04 09 18 13
-2.284 0.175 12 10 -07 -06 12 04 00 -1.160 0.991 04 10 10 -07 05 01 03
-2.284 0.311 10 11 16 00 13 0.7 0.0 -1.160 1.127 05 23 03 -18 04 01 03
-2.284 0.447 23 22 -09 -14 13 12 0.6 -1.160 1.263 03 37 -10 -12 04 04 03
-2.159 -0.097 23 17 -04 -13 12 0.2 00 -1.160 1.399 04 22 -08 08 06 08 02
-2.159 0.039 21 18 20 -17 11 0.0 0.0 -1.160 1.535 07 19 52 10 08 15 27
-2.159 0.175 18 16 09 -27 10 02 0.0 -1.009 0.991 02 16 12 -34 04 00 22
-2.159 0.311 11 22 -12 -22 10 04 0.0 -1.009 1127 05 05 12 -15 04 00 02
-2.159 0.447 09 27 -05 04 08 06 0.2 -1.009 1.263 02 24 -05 -31 04 02 03
-2.159 0.583 117 34 01 -03 22 16 0.6 -1.009 1.399 03 25 -01 -34 05 03 00
-2.049 -0.097 18 10 -11 -42 10 02 19 -1.009 1.535 02 25 -08 -14 06 08 19
-2.049 0.039 15 13 16 -21 10 00 0.0 -0.762 1.263 05 07 30 -13 04 02 13
-2.049 0.175 09 25 12 00 10 02 0.0 -0.762 1.399 02 23 08 12 02 00 038
-2.049 0.311 07 16 18 02 10 02 0.0 -0.762 1.535 02 23 12 -10 03 02 07
-2.049 0.447 10 32 05 -34 06 04 0.0 -0.762 1.671 03 27 -08 -07 04 04 55
-2.049 0.583 10 26 -07 -06 17 1.0 0.0 -0.412 1.671 06 11 22 -08 00 00 29
-0.412 1.808 03 24 11 -06 00 03 112
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TABLE Ill. Systematic uncertainty i, due to various sources TABLE IV. Systematic uncertainty iff, due to various sources
(continued. Numbers are in %. TR= trigger efficiency, RE= (continued. Numbers are in %. TR= trigger efficiency, RE=
reconstruction efficiency, EA= absolute energy scale, ERrela-  reconstruction efficiency, EA= absolute energy scale, ER rela-
tive energy scale between beam and forward spectrometers; RC tive energy scale between beam and forward spectrometers; RC
radiative correction, RS- variation inRg 5c, and BN= bin cen-  radiative correction, RS- variation inRg ¢, and BN = bin cen-
tering and bin edge effects. tering and bin edge effects.

Bin center Deuteron Bin center Deuteron
logix  log; Q% TR RE EA ER RC RS BN log X log;Q?> TR RE EA ER RC RS BN

-3.049 -0.641 25 90 -75 04 10 09 09 -1912 0.175 10 23 03 -37 09 00 00
-3.049 -0.505 3.1 15 06 -03 13 15 0.6 -1912 0.311 10 06 00 -19 08 01 0.0
-3.049 -0.369 27 73 -06 -06 15 21 0.2 -1912 0.447 07 10 05 04 07 01 0.0
-3.049 -0.233 30 53 33 00 19 29 23 -1912 0.583 07 15 12 -10 10 05 0.2
-2.907 -0.641 328 100 -32 18 10 05 09 -1912 0.719 09 16 07 02 12 13 0.2
-2.907 -0.505 59 37 -36 00 13 09 06 -1912 0.855 12 17 04 -11 16 20 03
-2.907 -0.369 30 13 -08 -06 13 11 0.0 -1.762 0.175 11 06 14 -14 09 00 06
-2.907 -0.233 23 25 -02 -09 16 16 0.0 -1.762 0.311 08 14 00 -13 08 00 03
-2.907 -0.097 2.7 18 28 -07 18 25 20 -1.762 0.447 07 07 -07 -49 06 01 0.0
-2.756 -0641 582 00 -54 65 12 02 12 -1.762 0.583 09 15 -03 -09 07 02 00
-2.756 -0.505 5.2 18 -34 -06 13 03 0.6 -1.762 0.719 04 11 -02 -20 07 05 0.0
-2.756 -0.369 26 21 -14 07 13 05 05 -1.762 0.855 10 27 26 02 09 09 01
-2.756 -0.233 19 44 -02 -15 11 06 0.0 -1.762 0.991 13 27 03 -04 14 19 11
-2.756 -0.097 20 36 05 -06 14 14 05 -1611 0.447 06 12 -14 -21 05 00 04
-2.609 -0.505 22 22 -24 03 13 00 0.7 -1611 0.583 06 08 04 -18 05 01 00
-2.609 -0.369 36 13 -23 -10 10 03 05 -1.611 0.719 04 14 -05 -09 07 03 0.0
-2.609 -0.233 24 18 06 -02 12 04 00 -1.611 0.855 10 14 10 -05 06 04 00
-2.609 -0.097 20 21 02 -10 11 05 0.0 -1611 0.991 07 21 -01 -02 07 0.7 00
-2.609 0.039 18 13 03 -03 13 14 03 -1611 1.127 08 29 33 -08 10 17 0.2
-2.609 0.175 2.1 13 14 -11 17 22 05 -1461 0.583 05 29 13 -21 06 00 01
-2.432 -0.369 4.1 17 -29 -18 12 00 05 -1461 0.719 04 20 12 -19 05 00 0.0
-2.432 -0.233 1.9 10 -10 -20 11 02 04 -1461 0.855 04 12 07 -12 05 01 00
-2.432 -0.097 15 15 00 -21 10 04 00 -1461 0.991 04 19 15 -09 06 03 0.0
-2.432 0.039 16 15 05 -11 11 05 03 -1461 1.127 07 19 -06 -09 08 0.7 0.0
-2.432 0.175 15 13 03 -05 12 08 03 -1310 0.719 05 16 -11 -23 06 00 11
-2.432 0.311 18 11 05 -03 16 14 09 -1.310 0.855 04 09 16 -24 05 01 00
-2.284 -0.369 32 52 37 03 13 03 06 -1.310 0.991 04 17 -04 -24 05 01 0.0
-2.284 -0.233 2.9 13 -04 -25 11 0.0 0.0 -1.310 1.127 03 14 01 -04 05 04 00
-2.284 -0.097 32 07 13 -07 10 0.2 0.0 -1.310 1.263 05 20 12 00 05 08 0.0
-2.284 0.039 18 20 00 -16 09 02 00 -1310 1.399 07 60 45 11 07 15 87
-2.284 0.175 11 10 07 -17 10 04 0.0 -1.160 0.991 03 12 -07 -21 04 01 00
-2.284 0.311 112 09 17 -07 12 0.7 0.0 -1.160 1.127 05 25 09 -20 04 01 00
-2.284 0.447 22 20 -01 -07 11 14 0.2 -1.160 1.263 02 35 -05 -24 04 03 00
-2.159 -0.097 18 16 04 -17 10 0.0 0.0 -1.160 1.399 04 22 -14 -23 05 07 03
-2.159 0.039 24 17 08 -18 09 00 0.0 -1.160 1.535 05 21 -23 -05 07 17 73
-2.159 0.175 0.9 19 01 -12 10 03 0.0 -1.009 0.991 02 17 11 -15 03 01 10
-2.159 0.311 10 23 -11 -16 09 04 0.0 -1.009 1.127 05 05 18 -11 02 02 03
-2.159 0.447 1.0 28 07 -05 08 08 0.0 -1.009 1.263 03 24 13 -24 03 01 03
-2.159 0.583 12 34 01 -13 19 17 0.7 -1.009 1.399 03 23 19 -03 03 03 00
-2.049 -0.097 1.7 12 12 -39 10 0.0 27 -1.009 1.535 02 25 -03 -05 04 07 12
-2.049 0.039 14 15 05 -23 10 00 03 -0.762 1.263 04 08 02 02 02 00 09
-2.049 0.175 09 24 09 -15 08 01 0.0 -0.762 1.399 02 21 22 -09 02 00 04
-2.049 0.311 10 15 02 -08 08 0.1 0.0 -0.762 1.535 02 24 05 -07 04 02 04
-2.049 0.447 11 32 09 -22 07 03 0.0 -0.762 1.671 04 27 07 00 03 03 12
-2.049 0.583 09 25 -12 00 15 10 0.2 -0.412 1.671 04 09 23 23 00 04 10
-0.412 1.808 00 31 50 50 00 00 80
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TABLE V. Fitted parameters foF, function. . .

Data k), Monte Carlo Simulation (O)
Parameter Proton Deuteron 0.15 215 N
a; -0.0604= 0.0074 -0.1612+ 0.0044 01F &% £ 1 |y Tob
a, 0.1962+ 0.2497 3.1043+ 0.2797
as 0.0527+ 0.0074 0.3437 0.0139
a, -0.7423+ 0.0078 -0.5676= 0.0100 0 .
as 6.0061+ 0.0083 5.9451+ 0.0051 3 -2.35 -1.7
ag -9.9770= 0.0087 -10.1843+ 0.0068 0.15 [0g® ol5 109450
a; 5.1007+ 0.0092 47367+ 0.0149 = l
by 1.0686+ 0.0879 0.0100+ 0.0325 0.1} & ° osisssstmin ]
b, -8.4920+ 1.4581 -1.2515+ 1.8536 o %, o
bs -0.0041+ 0.0101 0.0296+ 0.0084 0.05p = 0.5¢
b, 0.0460+ 0.0269 0.0146+ 0.0046 ot . 0 )
(o5 0.3677+x 0.0256 0.4118+ 0.0259 -0.5 0.75 2 =05 0.75 2
Cy 0.0123+= 0.0028 0.0112+ 0.0022 l0g:sQ%(GeV?) l0g,0Q%*(GeV?)

0.09 ol.5
o]

quired to contribute to the scattered muon track to ensure 0.06¢ @&@&%@@ Tr W
good resolution. The efficiency of this requirement is mea- g3t & N 056
sured from the data and Monte Carlo simulation indepen-
dently (see Sec. IV D B and a final adjustment is made to 0 : 0 :
make the Monte Carlo simulation match the data in this re- -3.5 -2 —-0.5 =35 -2 -0.5
spect. The change iR, when this adjustment is removed is 10g10%Xg; 10910Xg;

given in the column marked DS in Tables A.4—A.6[d8B].
The uncertainty in the efficiency of the DC-PSA requirement

FIG. 34. (left) Final data and Monte Carlo simulation compari-

is estimated to be the full size of this chan@éich is usu-
ally less than 3%

Data (), Monte Carlo Simulation (O)

0.15 ol5
S *
AF S 1 P
0.1 &, 1 |
& o
0.05 | ® 0.5F
®@ |
O 1 x, o 1
100 350 600 100 350 600
0.3 Escat (GeV) ol 5 Escat (GeV)L
E #ou
0.2F 1 Bototopoopreara 8% 3 ,L
§ |
5 285 535
v(GeV)
*
R e el
0 0.5 1
5

sons of inclusive distributions. The distributions are normalized to
integrate to unity before the comparisofitight) The ratio
(data/MQ of the normalized data and Monte Carlo distributions.
0 is the muon scattering angle in radians; the other variables have
their usual meaning.

d. Combined uncertainty in reconstruction efficiency.
Since the three sources of uncertainty mentioned above are
independent, they are combined in quadrature to arrive at the
uncertainty inF,. This is quoted in the column marked RE in
Tables I-1V.

3. Absolute energy scale error

The uncertainty in the absolute energy scale is estimated
at 0.35%. The kinematics of each event in the data is re-
evaluated after the beam and scattered muon momenta are
scaled up by a factor of 1.0035 while preserving the scatter-
ing angle. The events are then subjected to the standard
structure function analysis. The procedure is then repeated
while all energies are scaled down by the same factor. Half
of the difference between thHe, obtained from these proce-
dures is quoted as the systematic uncertainty due to the en-
ergy scale errofTables I-IV, column EA The sign gives
the direction of the change I, if the true energy scale were
higher than what we nominally use.

4. Relative energy scale error

The uncertainty in the relative energy scale between the

FIG. 33. (left) Final data and Monte Carlo simulation compari- P€am and forward spectrometers is estimated at 0.3%. The
sons of inclusive distributions. The distributions are normalized tokinematics of each event in the data is reevaluated after the

integrate to unity before the comparisoritight) The ratio

beam momentum is increased by a factor of 1.0015 and the

(data/MQ of the normalized data and Monte Carlo distributions. Scattered muon momentum is decreased by the same factor,
E..atiS the scattered muon energy; the other variables have thewhile preserving the scattering angle. The events are then

usual meaning.

subjected to the standard structure function analysis. The
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TABLE VI. Table of F, with statistical and kinematics-

1 data(¥), Monte Carlo(O) dependent systematic uncertaintias %).
3 Bin center Proton Deuteron
107 %} logix l0gi Q@ F, 6F, OF, F, OF, oF,
i stat  syst stat  syst
10! x 0 ‘ -3.049 0641 0140 16.2 10.7 0.112 140 121
-0.3 0 0.3 =03 0 0.3 -3.049 -0505 0179 7.7 53 0.167 6.0 4.1
| W{mlotam o (m)otdm -3.049 0369 0271 49 89 0248 41 83
. . = . 3.049 -0233 0367 65 7.7 0369 52 8.1
10 F A S it | 2.907 -0.641 0.124 17.9 415 0.109 144 34.6
8 % osl 2,907 -0505 0.187 52 53 0.167 46 8.0
0 R 2,907 0369 0228 39 53 0239 30 38
e ‘ 0 : 2,907 0233 0301 37 46 0288 30 42
-0.2 0 02 -02 0 0.2 2907 -0.097 0341 49 55 0341 40 57
D0 pAmetem o Zlm)etam 2756 -0.641 0088 21.8 610 0083 197 588
% 2 = . 2,756 -0.505 0.187 80 9.0 0.176 7.0 6.6
0.06 Q‘P LI @6666% T Rt T g -2.756  -0.369 0232 49 41 0206 42 40
003 ® oot 2,756 -0.233 0245 49 52 0272 36 52
s “ 2,756  -0.097 0320 48 48 0312 40 46
0 : 0 ‘ 2.609 -0505 0.149 8.1 104 0144 69 4.2
0 3»41 4 6.28 0 3»; 4 6.28 2609 -0.369 0.204 4.6 43 0197 37 47

-2.609 -0.233 0262 35 31 0250 28 33

-2.609 -0.097 0.306 3.9 3.2 0302 3.0 3.3
FIG. 35. (left) Final data and Monte Carlo simulation compari- 22,609 0.039 0357 45 33 0372 34 30

sons of inclusive distributions. The distributions are normalized to_, ¢ 0175 0434 55 49 0418 45 41

integrate to unity before the comparisoittight) The ratio

(data/MQ of the normalized data and Monte Carlo distributions. 2432 -0.369 0.194 54 50 0191 42 5.7
Y, andZ, are the transverse coordinates of the reconstructed scaie432 0233 0245 37 34 0244 29 34
tered muon at the longitudinal positiod=4 m, which is just 2432 ~ -0097 0201 33 32 028l 28 32
downstream of the CCM magnep. is the azimuthal angle of the -2432 ~ 0.039 0317 44 29 0314 34 28
muon scatter in radians. -2.432 0.175 0.382 4.7 28 0376 3.8 25

-2.432 0.311 0.445 6.2 3.8 0442 4.7 3.2
-2.284 -0.369 0.178 6.5 83 0175 52 7.3
-2.284 -0.233 0.238 4.2 50 0.241 34 4.2
procedure is then repeated while the directions of the twae2.284 -0.097 0.270 40 3.7 0273 32 37
changes are reversed. Half of the difference between the.284 0.039 0299 46 3.7 0316 36 3.2
F, obtained from these procedures is quoted as the systene.284 0.175 0337 57 22 0351 44 26
atic uncertainty due to the relative energy scale gffables -2.284 0.311 0365 6.7 27 0382 49 27
I-IV, column ER. The sign gives the direction of the -2.284 0.447 0441 74 40 0427 57 3.6
change inF, if the true muon energy loss were higher than.2 159 -0.097 0272 40 3.4 025 32 32

what we nominally measure. 2159 0.039 0301 52 40 0300 38 3.7
o _ 2159 0175 0329 54 39 0344 42 26
5. Radiative corrections -2.159 0311 0390 56 37 0374 47 33

The uncertainty in the calculated radiative corrections2.159  0.447 0412 60 31 0425 48 3.2
arises from approximations in the calculational technique it=2.159 0583 0482 71 45 0410 61 46
self and the uncertainty in the inp8t. The uncertainty in -2.049  -0.097 0262 46 53 025 37 55
the calculation is taken as 4% of itself as discussed in See2.049 0039 0281 52 35 0313 39 33
VII. This corresponds to an uncertainty i, of less than -2.049 0.175 0327 6.1 31 0344 47 32
2%. -2.049 0.311 0.422 6.0 27 0417 5.0 2.2

The kinematic plane irQ%-W is divided into three re- -2.049 0.447 0400 7.2 49 0370 58 4.2
gions: the lowW region including the elastic region, the -2.049 0583 0490 6.8 35 0409 60 35
high-W—low Q? region including photoproduction, and the
high-\W—high-Q? region. The lowW region is defined by
W<5 GeV. For the highw region, the low and higlQ?  the highW-low-Q? and the highw—high-Q? structure
regions are demarcated ly?=3 GeV?. The inputF, is  functions are varied in opposite directions by 10%. It is
varied independently in each of the three kinematic regionfound that this variation pattern maximizes the change in the
by the measurement errors. The elastic cross sections and thelculated radiative corrections. This procedure allows for a
low W structure functions are varied together in both direc-change in the overall magnitude 6§ as well as a change in
tions by 5% and 10%, respectivel$8,39,64. In each case, the slope with respect @2 andW. The uncertainties in the
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TABLE VII. Table of F, with statistical and systematic errors TABLE VIII. Bin acceptance for total muon cross section, with

(in %), continued. statistical error(in %).
Bin center Proton Deuteron Bin center
log;x  log,Q®> F, 6F, &6F, F, 6F, &F, log,ox log;Q? Acceptance Errotsta)
stat  syst stat  syst

-3.049 -0.641 0.025 7.6
-1.912 0.175 0.313 47 54 0309 35 4.6 -3.049 -0.505 0.135 3.1
-1.912 0.311 0.374 4.7 28 0376 3.8 2.4 -3.049 -0.369 0.272 2.2
-1.912 0.447 0.377 6.0 22 0368 44 1.5 -3.049 -0.233 0.192 2.8
-1.912 0.583 0.408 5.7 26 0430 43 2.6 -2.907 -0.641 0.012 7.6
-1.912 0.719 0.403 6.8 36 0413 51 2.6 -2.907 -0.505 0.093 2.6
-1.912 0.855 0421 106 3.8 0492 6.7 3.5 -2.907 -0.369 0.240 1.6
-1.762 0.175 0.336 5.0 32 0360 3.9 25 -2.907 -0.233 0.316 1.4
-1.762 0.311 0.340 5.7 28 0360 45 2.2 -2.907 -0.097 0.224 2.0
-1.762 0.447 0361 7.1 51 0354 53 5.1 -2.756 -0.641 0.007 114
-1.762 0.583 0.398 6.7 22 0440 5.0 2.2 -2.756 -0.505 0.058 4.1
-1.762 0.719 0.437 6.7 1.7 0429 54 2.5 -2.756 -0.369 0.199 2.2
-1.762 0.855 0435 8.1 33 0454 6.3 41 -2.756 -0.233 0.324 1.8
-1.762 0.991 0.499 9.2 45 0453 79 4.0 -2.756 -0.097 0.331 2.0
-1.611 0.447 0.347 57 41 0363 4.2 29 -2.609 -0.505 0.044 3.8
-1.611 0.583 0320 7.3 20 0360 47 2.2 -2.609 -0.369 0.164 1.9
-1.611 0.719 0.394 6.7 1.7 0392 49 2.0 -2.609 -0.233 0.316 1.3
-1.611 0.855 0.450 55 31 0433 47 2.1 -2.609 -0.097 0.345 1.4
-1.611 0.991 0.409 8.6 35 0448 6.0 2.4 -2.609 0.039 0.331 1.6
-1.611 1.127 0.521 9.6 59 0463 8.1 49 -2.609 0.175 0.251 2.1
-1.461 0.583 0.336 7.6 59 0383 53 3.9 -2432 -0.369 0.136 2.1
-1.461 0.719 0434 6.4 46 0402 53 3.0 -2.432 -0.233 0.295 14
-1.461 0.855 0411 7.4 23 0382 6.0 1.9 -2.432 -0.097 0.373 1.3
-1.461 0.991 0.456 8.3 24 0373 7.1 2.7 -2.432 0.039 0.345 15
-1.461 1.127 0.464 9.9 24 0386 8.4 25 -2.432 0.175 0.343 17
-1.310 0.719 0.383 6.0 22 0394 4.6 3.3 -2.432 0.311 0.322 2.1
-1.310 0.855 0.350 6.5 20 0.397 438 3.1 -2.284 -0.369 0.122 2.7
-1.310 0.991 0.430 6.6 34 0371 56 3.0 -2.284 -0.233 0.281 1.8
-1.310 1.127 0.415 7.2 22 0408 6.0 1.6 -2.284 -0.097 0.387 15
-1.310 1.263 0.470 9.9 31 0460 7.8 2.6 -2.284 0.039 0.374 1.7
-1.310 1.399 0448 186 6.2 0491 135 11.6 -2.284 0.175 0.341 1.9
-1.160 0.991 0.362 106 1.7 0375 7.3 2.6 -2.284 0.311 0.384 2.1
-1.160 1.127 0.390 8.8 31 0403 7.1 3.4 -2.284 0.447 0.394 2.4
-1.160 1.263 0.378 120 4.0 0308 10.0 4.3 -2.159 -0.097 0.382 15
-1.160 1.399 0451 132 27 0366 124 3.6 -2.159 0.039 0.374 1.7
-1.160 1.535 0.183 76.8 65 0411 269 82 -2.159 0.175 0.343 1.9
-1.009 0.991 0367 7.1 46 0360 57 2.7 -2.159 0.311 0.365 2.1
-1.009 1.127 0.454 6.4 21 033 6.3 2.2 -2.159 0.447 0.448 2.2
-1.009 1.263 0.307 128 40 0398 7.6 3.7 -2.159 0.583 0.470 2.6
-1.009 1.399 0.394 109 43 0346 9.3 3.0 -2.049 -0.097 0.386 1.8
-1.009 1.535 0.265 304 3.6 0.253 20.1 3.0 -2.049 0.039 0.382 1.9
-0.762 1.263 0.302 8.2 36 0278 6.2 1.3 -2.049 0.175 0.349 2.2
-0.762 1.399 0.271 107 28 0281 7.6 3.2 -2.049 0.311 0.345 2.4
-0.762 1.535 0.304 133 29 0296 9.9 2.6 -2.049 0.447 0.426 2.4
-0.762 1.671 0.313 215 6.3 0340 152 3.1 -2.049 0.583 0.522 2.6

-0.412 1671 0.205 237 40 0.147 204 3.6
-0.412 1.808 0.191 340 115 0.151 316 111

the measuredr,. The fractional change in each case from

the standard measurement is discussed in Sec. 10.3.5 and

photoproduction cross section-6% [21]), the highW in-  Tables A.7—A.9 of 48].

elastic structure functions, and the interpolation between The systematic uncertainty in the measufedn each bin

them at very lowQ? are taken into account. is taken as half of the maximum variation between any two
Following this procedure, four sets of calculated radiativeof the four measurements. The uncertainty from this source

corrections are obtained, each of which is used to reevaluais usually less than 1.5%. It is added in quadrature with the




54

PROTON AND DEUTERON STRUCTURE FUNCTIONS IN ... 3039

TABLE IX. Bin acceptance for total muon cross section, with global analysis of SLAC dat§53]. The given functional
statistical error(in %), continued.

Bin center
log;ox log,oQ? Acceptance Errofsta)
-1.912 0.175 0.361 1.5
-1.912 0.311 0.347 1.7
-1.912 0.447 0.427 1.7
-1.912 0.583 0.503 1.8
-1.912 0.719 0.592 2.0
-1.912 0.855 0.505 2.7
-1.762 0.175 0.351 1.9
-1.762 0.311 0.352 2.1
-1.762 0.447 0.395 2.2
-1.762 0.583 0.482 21
-1.762 0.719 0.579 2.3
-1.762 0.855 0.671 2.8
-1.762 0.991 0.581 34
-1.611 0.447 0.399 1.8
-1.611 0.583 0.484 1.8
-1.611 0.719 0.566 1.9
-1.611 0.855 0.669 1.9
-1.611 0.991 0.704 2.3
-1.611 1.127 0.561 3.5
-1.461 0.583 0.465 2.3
-1.461 0.719 0.560 2.3
-1.461 0.855 0.661 2.4
-1.461 0.991 0.715 2.6
-1.461 1.127 0.744 3.2
-1.310 0.719 0.565 1.9
-1.310 0.855 0.657 1.9
-1.310 0.991 0.737 2.0
-1.310 1.127 0.818 2.2
-1.310 1.263 0.699 31
-1.310 1.399 0.365 6.1
-1.160 0.991 0.705 2.6
-1.160 1.127 0.803 2.7
-1.160 1.263 0.805 3.0
-1.160 1.399 0.580 4.7
-1.160 1.535 0.260 10.9
-1.009 0.991 0.711 2.3
-1.009 1.127 0.775 24
-1.009 1.263 0.787 25
-1.009 1.399 0.784 3.5
-1.009 1.535 0.462 5.4
-0.762 1.263 0.833 1.9
-0.762 1.399 0.790 2.2
-0.762 1.535 0.641 3.2
-0.762 1.671 0.353 6.2
-0.412 1.671 0.433 6.3
-0.412 1.808 0.237 11.8

form of the fittedRg 5c is used to evaluat® in the entire
range ofx andQ? of this measurement. The details are pro-
vided in Appendix C of{48]. The systematic uncertainty in
F, is quoted by varyingRg ac in both directions by the
given error on it. The fractional change iy due to either
variation inRg ac is given in the columns marke;+ and
Rs— in Tables A.10—A.12 of48]. Half of the difference is
guoted as the systematic uncertaintyFindue to variation in
Rsiac (under the column marke®S in Tables I-IV). In
tables A.10-A.12 of48] we have also quoted the fractional
change inF, when we assum&=0, andR=Rgcp. The
parametric expression fdRcp that is used is given in Ap-
pendix C of{48]. In the column marke&, of Tables A.10—
A.12 of [48], we quote the fractional change F} when we
useR calculated using the modified Martin-Roberts-Stirling
set A[MRS(A)] set of parton distributions in the modified
minimal subtraction ¥S) schemg65]. The change irF,
produced by these alternate choicesRois usually no more
than a few percent, except at the lowgsand highesty of
the data, where it is up to 10%.

7. Bin edges and bin centering

The kinematic boundaries in and E,; cut through the
bins inx and Q?, making the bins at the edges of the kine-
matic phase space difficult to understand. In order to select
the usable bins, thE, measurement is performed with the
set of cutsy>25 GeV, E.,e>80 GeV and again with the
cuts v>50 GeV, E,+>120 GeV. In each case the accep-
tance in each bin is recomputed from the Monte Carlo simu-
lation using the same cuts. The measurements are compared
bin to bin, and any bin in which the measurement changes by
more than 5% is removed. This method only removes the
edge bins. The finadF, measurements are quoted in the re-
maining bins. To measure the residual uncertainty due to the
kinematic cuts, the measurement is repeated using the cuts
v>25 GeV, Ei;7>90 GeV andv>45 GeV, Eg>110
GeV. Half of the difference in each bin is included in the
systematic uncertainty. A similar procedure is applied for
understanding the effect of the cuts on th@ndZ positions
of the scattered muon &=4 m and the maximum scatter-
ing angle cut. Thd=, measurement is repeated after remov-
ing the maximum scattering angle cut, while maintaining the
Y andZ position cuts. The measurement changes only at the
high-Q? edge bins and always less than 10% except in two
bins. These two bins are removed. In the remaining bins the
change is used as an estimate of the systematic uncertainty
due to the combination of bin edge effects and the detector
modeling at large scattering angles.

The structure function is defined at kinematic points;
however, the measurement is performed in bittee bin
width is about 30% irxg; andQ?). This means the measure-
ment produces a bin-integrated average. In order to quote a

uncertainty in the calculational technique, to quote the totalalue at bin center, an estimate of the derivative§ pbe-

systematic uncertainty due to radiative correctiéosiumn

RC, Tables I-1V.

6. Variation in R

yond the first derivative is requirgor a linear function, the
bin-integrated average is equal to the value at bin cgnter
We have used the parametrizationFof described in Appen-
dix XlI to estimate the correction due to the derivatives be-

The extraction of, from o4, requires the knowledge of yond first order. We have chosen to quétgat the center of
R=o_/or. We have usefRg ac, Which is obtained from a the bin in log;;x and log;(Q?. The bin-centering correction
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E665 Data, proton F,(log,,Q%) in X,; bins
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FIG. 36. ProtorF, vs Q2 (GeV?) in Xgj bins. The points have been multiplied by the factors indicated in parentheses for clarity. The
error bars indicate the sum in quadrature of the statistical and systematic uncertainties. The normalization uncertainty is not included.

is performed by weighting each event in the data by the ratiauncertainty on the final number of random beam events is
F,(logioXc ,10016Q2)/F 5(logiox,0gQ?), where F, is ob-  0.34% for hydrogen and 0.53% for deuteriuffollowing
tained from the parametrization and the subscriptenotes empty target subtraction Adding in quadrature, these
bin center. The bin-centering correction is small except at th@mount to a total uncertainty in the luminosity of 0.7% for
lowestx, where it is about 5%, and aboxeof 0.1 (where the  hydrogen and 1.0% for deuterium.
bins are widg where it is about 10%. The systematic uncer- The uncertainty in the trigger logic simulation is 1.3%,
tainty is estimated by using instead a parametrization fitted t@nd it was shown that this is not sensitive to scattering kine-
our data. The difference is negligible except at the highesiatics. Hence we include it in the overall normalization un-
and lowestx of the data. It is included in quadrature as thecertainty. Finally, the muon-match efficiency was shown to
systematic uncertainty in the bin-centering correction. Thede fairly independent of momentum and position of the
column marked BN in Tables |-V shows the quadrature-muon, within about 1%. We include an uncertainty of 1%
combined uncertainty from all the bin edge and bin-centeringrom this source. Therefore the total uncertainty in the over-
effects discussed above. all normalization off, is 1.8% for hydrogen and 1.9% for
deuterium, obtained by adding the contributions in quadra-

8. Systematic uncertainty independent of kinematics ture.

Certain sources of error are independent of the scattering D. Fitting the measured F,

kinematics; hence, they lead to an uncertainty in the overall | q fit F K .
normalization ofF ,. n order to fit F, over our kinematic range, we use a

The contributions from the uncertainty in measurement@arametric function that is motivated in part by the function
related to the luminosity are as follows: beam spectrometey/Sed Py NMC[12] and in part by the parametrization of
response 0.2%, random beam prescale factor 0.15%, nomingPnnachie and Landshof28]. We define the functions
target length 0.035%, uncertainty in target length due to tar'A(x)=x
get wall curvature 0.5%, and effective density for pure tar-
gets hydrogen 0.05% and deuterium 0.6%. The statistical +a7(1—x)4],

21(1—x)%[ag+a,(1—x)+ag(1—x)%2+ag(1—x)°
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E665 Data, deuteron Fy(
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FIG. 37. DeuterorF, vs Q* (GeV?) in xg; bins.

B(X)=b;+byx+bs/(x+hby,),

In(Q?/A?)]BX

In(Q3/A?)

f hiQ2= A(X)

Q2=20 GeV?,
A =250 MeV,

2 1.0808
fi2=C X*O.080 Q
10Q 1 Q2+ (C1/0.604)0'9252

X[14Co(W—20)],

1
9= 1+ e(Q2—3)/1.5’

Fo'=flo02X g+ frigzX (1—9), 9.2

whereQ? is in GeV? andW is in GeV. The functiorf ;2 is
motivated by QCD evolution, whild,q2 follows a form
approaching the photoproduction limit. The functignis
used to make a smooth transition wifif between the two
functions. Except for thec, term, f,o2 is constrained to
match the real photoproduction cross section. Theerm is

introduced to fit the observed departure of Welependence
of the virtual photoproduction cross section from the real
photoproduction cross section.

As we showed in Sec. lll, the acceptance and the radiative
corrections made to the raw event count to extFgcin fact
depend on the structure function. Hence we use the results of
the fit in an iterative process to force consistency between the
input and the output structure function. However, we have to
be careful not to extend the fit beyond the range of the data.
We find that the strength of the E665 data lies at boand
low Q2?, while the highx—high-Q? regime has been mea-
sured extensively by NMC and BCDMS, connecting
smoothly with the highk—low-Q? data from SLAC. Hence
we use the parametrization of those data described in Appen-
dix XIl for x>0.05 and the fit to the E665 data described
above forx<<0.05. In addition, we do not measure the struc-
ture function at very lowQ?, i.e.,Q?<0.2 Ge\?. Hence we
connect our fit smoothly with the Donnachie-Landshoff pa-
rametrization at lowe©? which matches the real photopro-
duction cross section 2=0. Denoting the globaF, func-
tion of Appendix XIl as F2°°? (which includes the
Donnachie-Landshoff parametrization at lo@’ and the
SLAC-NMC-BCDMS fit at highx), we use the following
function in the rangex<0.05,W>8 GeV to iterate the ex-
traction of the corrections:
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E665 Data, proton Fy(logXg) in Q° bins
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FIG. 38. ProtorF; vs xg; in Q? (GeV?) bins.
Fiztefate: Ff2it(|0910Q2+ 1.0 +[1-0(log;gQ%*+1.0)] parameters and their respective errors are given below in
. b Table V. It should be noted that the errors on some of these
t— Fglopa parameters are correlated. For each target there are 91 data

lobal
x| F3° a+—2_2'(|0910Q 2z (92 points. The fit to the protoifr, gives y%Npe=0.88, while
the fit to the deuteroi, gives y?/Npg=0.93.

where® is the step function which is unity when the argu-

ment is positive and zero when it is negative. Oultsbiclie the E. Final data and Monte Carlo simulation comparisons
<0. > intai global, . . . o

rangex 0 05.’W 8 GeV, we maintain thg use o . The Monte Carlo simulation obtained after the final itera-

This newF, is used to recalculate the radiative corrections

and reweiaht the events in the Monte Carlo simulation useéion is used to make comparisons of inclusive distributions
9 . : bal _ with the data. All the analysis cuts made for themeasure-
to calculate the acceptance corrections. Since Fg8

i . . . ment are made both on the data and the Monte Carlo simu-
function roughly describes our data, the typical change in tm?ation. The inclusive distributions are self-normaliz@ck.,

meagured_zz after the first iFera_tion is only abou;t) 1%. After integrate to unity before the comparison. The distributions
four iterations the change iR, is less than 0.05%, and We 41'the data and the Monte Carlo simulation are superposed
stop iterating. It should be mentioned that the variables usegjn the left side in Figs. 33, 34, and 35, and the corresponding
in this context for the Monte Carlo reweighting are the had-y5i5/Mc ratio is shown on the right side. The distributions

ronic variables; i.e., they describe the kinematics of the tru%gree to within 10% or better over most of the kinematic
single virtual photon that interacts with the nucleon. They dorange.

not agree with the kinematics at the muon vertex in the case
that a real radiative photon is emitted.

The fit is performed after all systematic effects have been
investigated. The error on each point used in the fit is the The results on the structure functidh, are given in
guadrature sum of the statistical error from the data, the staFables VI and VII for the proton and the deuteron. The sta-
tistical error on the Monte Carlo correction, and thetistical and kinematics-dependent systematic uncertainties
kinematics-dependent systematic uncertainty. The uncegre quoted in percent &f,. The systematic uncertainty is the
tainty in the overall normalization is not included. The fitted quadrature sum of the seven different uncertainties quoted in

F. Results
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£665 Data, deuteron Fy(logioXg;) in Q% bins
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FIG. 40. ProtorF, vs Q? (GeV?) in Xg; bins, with curves showing the fit to the data and the gléiaparametrizatior{Appendix XII).
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£665 Data, deuteron Fy( 10g,,Q%) in X,; bins
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FIG. 41. DeuterorF, vs Q? (GeV?) in Xgj bins, with curves showing the fit to the data and the gldbaparametrization.

Tables I-IV for each bin. The overall normalization uncer-the slope of, with respect taQ? at fixedx and the slope of

tainty discussed in Sec. IX C 8 is not included in the quotedr, with respect tax at fixed Q2.

systematic uncertainty. The logarithmic derivative of, with respect toQ? at
Tables VIII and IX show the total acceptance for the fixed x (JInF,/dInQ?) is plotted vsx in Fig. 44. Also shown

muon cross section computed for each bin from the Montgy, Fig. 44 is the value of the slope of 1.0808 in the photo-

Carlo simulation. The statistical uncertainty in the computedyroquction limit, extracted from the high energy behavior of

acceptance, due to the Monte Carlo statistics, is also given ifhe real photoproduction cross secti¢see discussion in
percent of the acceptance. The statistical uncertainty in th

acceptance correction is included in quadrature with the sta-

i N ) - The logarithmic derivativedinF,/dlnx at fixed Q? is
tistical uncertainty in the data, in the quoted statistical error, A : ; .
on F,. The bin acceptance, denoted byin Eq. (3.5), in- shown in Fig. 45. The high energy photoproduction limit

cludes all the detector-related effects affecting the measurdenved from the Donnachie-Landshoff model is shown, as is

L . _ . . 2
ment of the total muon cross section. These include the trige[-he typical slope of~ —0.3 derived[65] from the highQ

ger and reconstruction efficiencies as well as the multipld'ERA data E2~X °9.

scattering and resolution smearing effects indicated in Fig. 3, N this analysis the proton and deuteron structure func-
The structure functiorF, is plotted agains©? in x bins tions are measur_ed separately. We use linear fits similar to

in Figs. 36 and 37. In these and all subsequent plots of E66810S€ Shown in Figs. 10.12—-12.17[d8] to extract the value

and other data, the error bars represent the quadrature sum@ffthe proton and deuterdf, at the centraQ? in eachx bin.

the statistical and systematic uncertainties. However, thdhe deuteron-to-proton structure function ratio extracted in

overall normalization uncertainty will not be included in any this way is shown as a function efby the stars in Fig. 46.

of the errors shown. Figures 38 and 39 shBw plotted An independent analysis of the E665 data has been per-

againstx in Q? bins. In Figs. 40—43, the data are comparedformed[53,66] with the goal of measuring the deuteron-to-

with the globalF, parametrizatior{dotted line$, as well as  proton structure function ratio directly, by exploiting the can-

with the fit described in Sec. IX Ddashed lines While the  cellation of acceptance corrections. The results on the ratio

F, parametrization gives a good qualitative description offrom the “direct” analysis[53,66| are also shown in Fig. 46

the data at lonx andQ?, the fit gives a better description of (circles. Within the uncertainties, the results EQ/FB from
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£665 Data, proton Fu{ logoXg,) in Q° bins
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FIG. 42. ProtorF;, vs Xg; in Q? (GeV?) bins, with curves showing the fit to the data and the gldhaparametrization.

the two analyses are in good agreement. The “direct” analyHERA data inx, though the HERA data are at high®f. In
sis uses the data from the calorimeter trigger in addition tdrigs. 49 and 50 we show the E665 data with the ZEUS data
the SAT to extend the range of t&/F5 measurement to [68] and the H1 datf69], respectively, as a function @?
lower X. in bins of x. Not all the E665 data are shown; only those
E665x bins which contain the correspondingvalue of the
X. COMPARISONS AND CONCLUSIONS HERA data are shown. In one plot the differenbins are

In this section we compare our structure function resultsscaled by powers of 10 for clarity; in the other plot the data

with measurements from other experiments and with theol! the differentx bins are shown with_out any sgale factors.
retical models. The structure functidh, can be analyzed The same symbols are used for the differebins in the two

using the perturbative QCD formalism at hig or in terms plots. We see that thg two expz)eriments together cover a very
of the nonperturbative hadronic photon picture which is usul@rge dynamic range ' andQ*. In eachx bin we expect a
ally applied at lowQ2. We will briefly review some of the Smooth connection iQ“ between the two data sets. We have
current models that use these techniques and compare théiPerimposedr, model calculations from Badetek and

with the data. We will also compare the data with fhg Kwiecinski (discussed beloyto guide the eye in this regard.
results from NMC and HERA. We see that the two data sets do indeed connect with each

other quite smoothly as a function Q.
The comparison with the HERA data shows the pattern of
F, scaling and scaling violations over a very large range of
The highQ?, largex range of the E665 data overlaps with x and Q2. It also shows that the dependence of, is
the NMC structure function measuremef&¥]. The com-  different at low and higlQ?. The rise inF, with decreasing
parison between the two measurements is shown in Figs. 47is weaker in the lowe®? E665 data than it is in the higher
and 48. The two measurements are in good agreement. No@* HERA data. This difference is quantified in Fig. 45
that this region of overlap is thve range where there is cur- which shows the logarithmic derivative Bf, with respect to
rently a disagreement between the NMC valueB péind the  x. The transition in thex dependencé.e., W dependendgeat
nuclear-effect-corrected values from the CCFR neutrino exfixed Q? appears to start ne@?=10 Ge\?, in the E665
periment. The E665 data also overlap significantly with thedata.

A. Comparisons with other experiments
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E665 Data, deuteron Fy{ logyeXg,) in Q° bins
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FIG. 43. DeuterorF; vs Xg; in Q? (GeV?) bins, with curves showing the fit to the data and the gldhaparametrization.
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FIG. 44. Logarithmic derivative ofF, with respect toQ? (dInF,/dlnx) at fixedQ?, shown vsQ? for protons and deuterons.
(4InF,/9InQ?) at fixed x, shown vsx for protons and deuterons. The photoproduction limif28] derived from real photon-proton
The photoproduction limi{28] derived from real photon-proton cross-section measurements is also shown, and the typical slope
cross-section measurements is also shown. [65] measured with the higfp> HERA data is indicated.
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FIG. 46. The deuteron-to-proton structure function ratio, mea-
sured by taking the ratio of the absolute structure functions in this
analysis(starg and by an independent “direct” analydi66] of the
ratio (circles.

FIG. 48. DeuterorF, from E665 and NM{67] overplotted vs
Q? in x bins. In certainx bins one of the two experiments has
multiple data points because the actual binning is narrower. In
B. QCD-evolved leading twist structure functions these cases all the data points falling in those bins are shown.

The QCD radiation from quarks and gluons causes th@ set of universal parton distributions. The usefulness of
apparent quark and gluon density, and hence the structutbese universal parton distributions is that they can then be
functions, to change with the momentum scale of the photorused to calculate any hard scattering cross section.

At high Q?, where the “higher twist” effects are expected to ~ We compare the data with tfe, model of Glick, Reya,

be small, the photon dominantly is absorbed by individualand Vogt(GRV) which performs QCD evolution up from a

partons. The accompanying QCD radiative effects can béw momentum scaley3=0.3 Ge\?). This model uses an

calculated in field theory. Hence an analysis of the structur@ansatzthat the parton distributions have valencelike behav-

function data based on QCD evolution can be used to obtaiior (approach zero as—0) at the low momentum scale. It is
based on next-to-leading ordéNLO) QCD calculations

. with no higher twist contributionfleading twist, i.e., twist 2
ot . E?/%_) only). In the Figs. 51, 52, 53, and 54, the measuFedis
- 0.006 <y <001 (x64) compared with thé=, calculated from the GRV modg&r0].
ot The GRV calculation breaks down belo@?=0.3 Ge\?;
) 0.01<x<0.015 (x32) hence, we do not show the calculation below this scale.
10 oow . 001532002 (x16) The comparison shows that the shape of the structure
T b R function at highQ? can be explained through the QCD evo-
, @(,.%o* 0.02<x5<0.03 (x8) lution of the leading twist(twist-2) component alone. The
o oW GRV F, has been able to reproduce the rise in the structure
Lottt 003 <10 <0.04 (x4) function with reducing« as seen in the hig? HERA data.
1 E e BwhE 0DH<<006 ) It is in fair agreemerllt.wnh the higp? E665' data. What is
o0 % perhaps more surprising is that the G is able to de-
soo oo pwg¥  008<6<008 (1) scribe the E665 data f@? as low as 0.7 Ge¥ andx as low
: as 0.003, before the agreement breaks down.
50 8 0098 cs'ﬁ;% Y 0.08<x<0.12 (x0.5)
o 'L . C. Low Q? structure functions
48908 §8 § 3 B 0% 0.12<x4<0.25 (x0.25) _ _ _ o
T , o We will now discuss two models or fits that explicitly
] 10 107 10° attempt to describe the structure function at IQ4. These
0*(Gev™) models typically combine information from the hig)¢ per-

turbative region and lov@? phenomenology to describe the

FIG. 47. ProtonF, from E665 and NMC[67] overplotted vs  transition to low Q* They are the Donnachie-Landshoff
Q2 in x bins. In certainx bins one of the two experiments has Model and the Badetek-Kwiegki model.
multiple data points because the actual binning is narrower. In The Donnachie-Landshoff mod¢e8] is a phenomeno-
these cases all the data points falling in those bins are shown. THegical interpolation between the real photoproduction data
points have been multiplied by the factors indicated in parentheseand the data in the perturbative region@#t. This F, model
for clarity. is incorporated in the form
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FIG. 49. ProtorF, vs Q2 (GeV?) in Xg;j bins, from E665 and ZEUB58]. The Badetek-Kwieciski (BK) model is also showr(left) The
data points and the model curves have been multiplied by the factors indicated in parentheses fofriglhtjtfhe points and curves are
plotted with no scale factors, to show the trends.
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FIG. 50. ProtorF, vs Q? (GeV?) in Xg; bins, from E665 and HI69]. The Badelek-Kwieciski (BK) model is also shown(left) The
data points and the model curves have been multiplied by the factors indicated in parentheses fofrightjtfhe points and curves are
plotted with no scale factors, to show the trends.
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E665 Data, proton F,(109,,Q%) in X, bins
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FIG. 51. ProtorF, vs Q? (GeV?) in xgj bins, with curves showing the calculation of @k) Reya, and Vog{1994, Donnachie and
Landshoff, and Badelek and Kwiésiki.

Q? |\ 1osos simplified the dispersion relations to obtain a simple expres-
F,=0.324 0080} —— i (P) igho? i
2=U. O’+a sion for F3” in terms of the highQ< asymptotic structure
H as.
o7 |0sers function F5™: 2
+O.098<°-4525< ) . (10.1) Q
Q*+b FP(s,Q%) = gz, zFHlsQ? QD). (103

The authors have also incorporated the additional contribu-

tion of heavy flavors and invoking counting-rule argumentsFY” represents the contribution of vector meson states

to describe the large behavior. In the following compari- heavier tharQy. By choosingQ, to be greater than the mass

sons with our data we compute the Donnachie-Landshofbf the heaviest vector meson includedri§l’ , double count-

F, in its full form with the FORTRAN code obtained from ing is avoided.

[28]. This model has the correct photoproduction limit be- |t is evident thaf ,— F5°for largeQ?. As Q? reduces the

cause the real photoproductlon data are included in the fit. model makes a smooth transition by combining the nonper-
The Badetek-Kwieciski model[71] is based on the idea turbative contribution of the low mass vector mesons and the

of generalized vector meson dominan@@VMD). In the  residual contribution of the high mass states. The singulari-
Badetek- KWIECHSkl model the sum over all the hadronic ties in F at low Q2 are removed by the shift of the variable

fluctuations of the photon is split into two pieces: Q% Q2+Qo- At very low Q2 the model approaches the
Fo=Fy +FYP. (10.2  photoproduction limit, describing the shape @f,(s) but

overestimating its magnitude by about 10-15 %.

F(”) denotes the contribution from the low mass vector me- |n the Badetek-Kwieciski model the proton and neutron

sonsp,w, and ¢. Since this contribution vanishes at high structure functions are calculated separately. Shadowing in

Q?, the measured structure function at high must be due  the deuteron is calculated explicifly2]. The deuteron struc-

to the contribution of the high mass states beyondgh&he  ture function is defined as the sum of the proton and neutron

contribution of the high mass states is representeng‘R/ structure functions, and the shadowing contribution. The cal-

and is obtained from the conventional QCD-evolved partorculated shadowing contribution is negative and varies be-

distributions by using dispersion relations. The authors havéwveen~0.001 and 0.006 in absolute magnitude.
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£665 Data, deuteron F,(10g,,Q°) in X,; bins
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FIG. 52. DeuterorF, vs Q? (GeV?) in xg;j bins, with curves showing the calculation of @kJ Reya, and Vogt1994, Donnachie and
Landshoff, and Badetek and Kwiesiki.

We calculate the Badetek-Kwieaki model F, for the  that theW dependence of the virtual photon-nucleon cross
proton and the deuteron using Fortran code obtained fromsection is stronger than tt¢ dependence of the real photon-
[71] and[72]. In this version the higlQ? asymptotic struc- nucleon cross section.
ture functionsF3° are obtained from the MR8) set of par- In Fig. 55 we show the logarithmic derivative Bf with
ton distributions. respect taQ? (dInF,/9lnQ?) vs x, compared with the same

We compare these lo®? models or fits with ouF, data  quantity from the Donnachie-Landshoff model. While the
in Figs. 51, 52, 53, and 54. We find that both models are ablehodel qualitatively reproduces the trend that the slope in-
to describe the data at high? and x since the models are creases ag decreases, the data tend to lie above the model
constrained by previous data. At Io@> andx the models prediction. We have already seen in Fig. 45 that the logarith-
are qualitatively similar to the data, but the data are suffimic slope ofF, with x (dInF,/dInx) is more negative in the
ciently precise that we may note quantitative differencesdata than the value expected in the photoproduction limit
The Badetek-Kwieciski curves tend to overshoot the data atfrom the Donnachie-Landshoff model. These comparisons
low Q? andx, which may be due to the fact that this model show more clearly the tendency that tié dependence at
overestimates the real photoproduction cross section by 10lew Q? in our data is stronger than th& dependence ex-
15 % as mentioned above. The Donnachie-Landshoff modgiected in the photoproduction limit. The significance of the
is able to describe the average valueFgfin a bin of x or c, term in the fit to our datgsee Sec. IX D shows this
Q2. However, the slope of the data with respecktor Q% is  effect. At the same time th&V dependence at lovQ? is
steeper than that predicted by either the Donnachieweaker than at higip? as seen from HERA data.

Landshoff or the Badetek-Kwiecski models. As one can The Q2 dependence at fixeW also shows a transition
see from the definition of the variables, the slopé&efwith  from high to lowQ?. In Figs. 56 and 57, we show the virtual
respect tax at fixed Q? and the slope oF , with respect to  photon-nucleon cross section computed frém [see Eq.
Q? at fixed x both reflect the slope oF, with respect to  (3.16] using the Hand conventidi73] for the virtual photon
W2. The W? dependence of, at low Q? is derived in both ~ flux [K=(W?—M?)/2M]. The same quantity computed
models from the observedV? dependence of the real from the Donnachie-Landshoff modelis overplotted to guide
photon-nucleon and hadron-nucleon cross sections, whictihe eye. At each value & the model has been constructed
are similar(see[28] for a discussion Thus the data suggest to approach the real photoproduction cross sectiorQas
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E665 Data, proton Fy(logXe;) in Q° bins
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FIG. 53. ProtonF, vs xg; in Q? (GeV?) bins, with curves showing the calculation of @ky Reya, and Vogt1994, Donnachie and
Landshoff, and Badetek and Kwiesiki.

approaches zero. The data show a smooth transition idata at lowerQ?. Thus the data can be used to quantify the
o,y as a function ofQ?, showing how the photon varies higher twist effects as a function of and Q2. Models that
between a pointlike probe at high? and a hadronic object incorporate the hadronic nature of the photon at @%vare

at low Q2. The W dependence at fixe@? is shown in Figs. able to describe qualitatively thé/ and Q? dependence of
58 and 59. the data. We find that at lo®?, the W dependence of our

data is stronger than that of real photoproduction and hadro-

production cross sections, but weaker thanwhdependence

of the highQ? HERA data. Thus the data provide a measure-
We have presented measurements of the proton and dement of the transition between high and 1% in both the

teron structure functionsF, in the kinematic range W and theQ? dependence of the photon-nucleon interaction

x>0.0008 andQ?>0.2 Ge\?. These are the first precise mechanism.

measurements df, at such lowx and Q2. The data were

D. Conclusions
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APPENDIX: CONSTRUCTING A TRIAL F, of © 5 i
PARAMETRIZATION 5 v
In order to make corrections for radiative and resolution 0 107? 1072 107" 1
smearing effects, it is necessary to have an approximate Ko

“trial” parametrization of the structure functions valid for

all Q% andW in which we are interested. In this appendix we  FiG. 55. Logarithmic derivative of, with respect toQ? at

describe the construction of such a parametrization. fixedx, shown vsx for protons and deuterons. The photoproduction
In the single-photon-exchange approximation, there ar@mit [28] derived from real photon-proton cross-section measure-

two independent variables describing the four-momentum ofnents is also shown. The data are compared with the Donnachie-
the virtual photon. We choose the two combinati@fsand  Landshoff model.
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FIG. 57. Q? dependence of the virtual photoabsorption cross FIG. 59. W dependence of the virtual photoabsorption cross

section for deuterons W bins, compared with the Donnachie- section for deuterons i®? bins, compared with the Donnachie-
Landshoff model. Landshoff model.
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FIG. 60. F; in the low W region for variousQ*. FIG. 61. B in the highW region for variousQ?.

B. Resonance region

The resonance region is usually identified with the rangel of [38]. In Fig. 60 we showF5 computed using this pa-
M nucieor< W<2 GeV. At low Q? the cross section in the rametrization for two values dd?. With increasingQ?, we
resonance region is about a third of the elastic cross sectiosee greater suppression of the loweérresonances. At very
At higher Q? it is a larger fraction since the elastic form low Q? there is little dependence a@?, apart from the fact
factor is more strongly suppressed as a functio@éf that F5 vanishes linearly wittQ? at fixedW.

A parametrization of the cross section in the resonance
region can be obtained from Brassteal.[38]. These authors
used all the existing data available in their fit.

Electroproduction data from SLAC and DESY and pho- This is identified with the interval ZW<5 GeV. A pa-
toproduction data from Daresbury are included, spanning theametrization of~, in this region is provided in Brass al.
range 6=<Q?<50 Ge\?. The quantity parametrized is the [39] [Egs.(3), (7), and(11) and Table 1 These authors use
virtual photon absorption cross secti@in=o,+ €0, where  a compilation of then available world data spanning the reso-
e is the degree of polarization of the virtual photons, andnance and deep inelastic region including photoproduction.
o; and o, are the absorption cross sections for transverselyrhey show thatv,y=(2M v+ M\ZN)/(Q2+a2) is a good vari-
and longitudinally polarized virtual photons, respectively.able to describe the datwhereM?, anda? are parametejs
The flux of virtual photons is chosen using the “Hand con-We will refer to this parametrization as F2LONU. This pa-
vention” [73]. rametrization is provided for both proton and neutron. We

The data are fitted in various ranges @©f At E665 the take the deuteron structure function to be the average of the
beam energy is very high, and so one expects the resonanpeoton and  neutron  structure  functions[i.e.,
excitation to occur fore~1. Hence we take the fit for F3=(FB+FJ})/2].
€=0.9 so that the sensitivity t®=o0 /0y is reduced. We Both F2RESO and F2LONU have been used by a DESY
then convert the cross sectidh to F, using the average experiment40] performed by Franet al. Good agreement
value of e for the data and the parametrizaffosf R from  is observed between the data from this experiment and the
SLAC(1990 from [43]. ForW<1.12 GeV, we forcd, t0 0  predictions based on the parametrizations. There is some am-
as a quadratic function 8%, asW— M. In the following,  biguity due to the choice oR, and so we use the F2LONU
we will refer to this parametrization as F2ZRESO. We sup-as used by[40] [Egs. (B.3) and (B.4) and Table 3 using
press the deuteroh, in the resonance region by a factor of R=0.18]. We now attempt to combine F2RESO with
0.88 with respect to the protdn, (i.e., Fg=0.88:§) to ap- F2LONU. F2RESO is used faW<1.95 GeV and F2LONU
proximate the resonance data shown in Frainal.[40]. The is used forw>1.95 GeV. For lowQ?, the two functions
functional form of F2RESO can be found in E@) of [38],  connect with each other quite smoothly. FRF>1 GeV?
and the parameter values can be found in Sec. 3.1 and Tallleere is a small discontinuity between them. For our pur-

poses this is not a serious discrepancy, however such discon-
tinuities are troublesome for computer programs that do nu-
2An average over three fits is used, one of which can be found inmerical integrations. We therefore use a Fermi-Dirac
[43]. The other two are obtained by private communication with L.function in W to connect these two parametrizations
W. Whitlow. smoothly, usingV=1.95 GeV for threshold and 30 MeV for

C. Low W inelastic region
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width. The resulting function is referred to as F2LOWW. We shall call the resulting function F2HIW, which is

Thus, F2LOWW is defined by
F2LOWW=F2RESOX fp(W,1.95,0.03+ F2LONU

X[1—fep(W,1.95,0.03], (A1)

where W is in GeV andfgp is the Fermi-Dirac function
defined by

fep(X,u,8) = (1+eX~#/B)~1 (A2)

u being the threshold im and 8 being the width.

D. High W inelastic region
We use two parametrizations to describe the Higtre-

given by
F2HIW=F2DOLAX fr(Q2,3.0,0.2+ F2NMC

X[1-frp(Q?%,3.0,0.2],

whereQ? is in GeV?.

We now attempt to combine F2LOWW and F2HIW.
F2HIW is evaluated fowW>5 GeV, and F2LOWW is evalu-
ated forW<5 GeV. At low Q? the two functions connect
with each other smoothly. This is expected since the photo-
production data are included in both fits. At higf there is
a 5—-10 % discrepancy between the two function®Vat 5
GeV. This is not a serious discrepancy since the functions
are being evaluated at the kinematic edges of the respective

(A3)

gion. For highQ?, we use the parametrization provided by gata sets. AW=5 GeV, the data used in the lowW fits are

the NMC that describes their da(@able 1 of[12]). Since
this fit is not constrained by their data fQ°<0.7 Ge\?, we
do not trust the parametrizatigneferred to as F2NMCin

limited due to beam energy restrictions, especially at high
Q2. In this range ofW the NMC data are limited due to
detector resolution.

this region. Instead, we use a model by Donnachie and Land- e attempt to simulate the curve that would be obtained
shoff[Eq. (4) of [28]], which is based on the ideas that total it 5| the data used so far were fitted simultaneously. We do
cross sections may be parametrized as a sum of two Regggis by merging F2LOWW and F2HIW with our usual tech-
powers ofs, and that the same powers appear as powers Qfjque, setting the threshold ¥¥=5 GeV and the width at

Xz in the smallxg;j behavior ofF, [see Eq.(10.D]. The

authors fit this form to photoproduction data over a wide

energy range and to the NMC data frdim2] for Q?<10

GeV2. This fit, which we call F2DOLA, can then be used for

400 MeV. The resulting function is given by
Fgloba— F2L OWWX fp(W,5.0,0.4 + F2HIW

X[1-fep(W,5.0,0.4], (A4)

low Q2. We merge these two parametrizations using the

same technique mentioned previously, us@rgas the vari-
able and setting the threshold @f=3 GeV? with a width

where W is in GeV. This function is capable of giving a
reasonable value fd¥, over the entireQ?-W space relevant

of 200 MeV. The NMC parametrization is available for both t0 E665. This is shown in Figs. 60 and 61.

the proton and the deuteron. We use the Donnachie-
Landshoff form as it is for the proton, and multiply it by 0.97
to use for the deuteron. This factor is derived from the E665 Using various parametrizations of data that are available
measuremer{66] of the deuteron-to-proton cross-section ra-in the literature, we have constructed a reasonable parametri-
tio at low xg; and Q2. zation ofF, that can be used at E665 as a starting pjaist.
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