NOTES ON TOPOLOGICAL INSULATORS

ALEXANDER B. WATSON

ABSTRACT. The experimental observation and subsequent theoretical inves-
tigation of the quantum Hall effect showed that a surprising connection ex-
ists between the physics of materials and topology. Specifically, it was found
that under appropriate conditions part of the conductivity (roughly, the re-
sponse of electrons in the material to an applied electric field) of certain two-
dimensional materials is exactly proportional to an integer. This integer was
later understood as the Chern number of a certain fiber bundle associated
with the atomic structure of the material. These notes are an attempt to ex-
plain, starting from basic electromagnetism and quantum mechanics, how this
correspondence arises.

1. MOTIVATION: DISAGREEMENT BETWEEN CLASSICAL AND QUANTUM HALL
EFFECTS

In these notes we will be interested in certain phenomena arising in material science
(a subfield of condensed matter physics), which is the branch of physics dedicated
to understanding the properties of materials.

The fundamental laws of material science have been well-established since the
early days of quantum mechanics. A material is nothing but a collection of a (huge)
number of atoms, each of which typically splits into a positively-charged atomic core
consisting of the atomic nucleus along with a number of tightly-bound electrons, and
the left over negatively-charged valence electrons which are only weakly bound to
the atomic nucleus. Each of these particles must be treated quantum mechanically,
and hence the evolution of the system is governed by a (huge) coupled system of
non-relativistic Schrédinger equations modeling the electromagnetic forces between
each pair of particles. In principle, any property of interest (electrical and thermal
conductivity, mechanical properties etc.) of any material is computable by solving
this system of equations.

Unfortunately, this system is extremely difficult to solve: it is posed on a Hilbert
space of extremely high dimension (the tensor product of the Hilbert spaces of every
individual core and electron), and the evolution extremely complicated: in principle
every particle in the system interacts with every other particle through electromag-
netic forces. This is not to mention Fermionic statistics (in particular, the Pauli
exclusion principle) which must also be taken into account. One is therefore gener-
ally interested in deriving and studying reduced models of materials which capture
essential information about the system well enough to predict material properties.
Such models have been successful in explaining many diverse phenomena arising in
material science.

In these notes we will concentrate on simplified descriptions of electron transport
in certain kinds of materials which generally predict the electrical conductivity of
such materials well. This description is sufficient to understand the main subject
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of these notes, which is how the electrical conductivity of certain materials (known
as “topological insulators”) can be linked with topological invariants. We make the
following assumptions:

(1) Each atomic core of the material becomes fixed in place by forming strong
bonds with its neighbors by sharing some of its valence electrons. The
resulting arrangement of atomic cores and shared electrons is perfectly pe-
riodic with respect to some lattice.

Materials satisfying this assumption are known as as crystals, and the structure
they form is known as the crystal structure. Crystals are common in nature, since
periodic arrangements of atomic cores generally serve to minimize total electromag-
netic energy of the material.

(2) Any valence electrons which are left over, i.e. which are not used up forming
bonds, are free to roam around the material.

These electrons are known as free electrons.

(3) Interactions between free electrons, other than through the Pauli exclusion
principle, are weak enough to be neglected. This is known as the indepen-
dent electron approximation.

In these notes we will restrict attention to one and two dimensional materials whose
crystal structure and free electrons are confined to a line or plane, respectively,
although the phenomena we discuss do not only occur in such materials.

To motivate what follows, we describe the experimental observation of the quan-
tum Hall effect which triggered the first interest in so-called “topological phases of
matter” and lead to the award of multiple Nobel prizes.

For context, we first consider what is known as the classical Hall effect. Consider
electrons confined to a two-dimensional material lying in the z-y plane. We assume
that opposite ends of the material are identified (as if the material were shaped like
a torus: this assumption, while nonsensical, is commonly made since it is convenient
to assume that the material is finite but has no edges).

We study the dynamics of electrons using what is known as the Drude model,
which says that electrons in the material behave like classical point particles, except
that they feel a friction because of occasionally scattering from atomic cores. If we
apply an electric field E across the material, the equations of motion for the position
q and momentum p of an electron in the material (in appropriate units) are simply:

. : q
(1.1) q=p, p=-FE-~

Here 7 > 0 is the scattering time, which measures the strength of the friction felt
by the electron as it moves. We are interested in the current density induced in the
material by the field E. The current density is related to the electron velocity by:

(1.2) j=-ng

where n is the density of electrons (more properly charge carriers e.g. holes, but
we ignore this). At steady state, where p = 0, we find that:

(1.3) q=-1F = j=nrE.

Predictably, applying an electric field to the material leads to a current flowing in
the same direction.
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When we add a magnetic field through the material things are more interesting.
The equation of motion for the momentum p of an electron in the material must
be modified to:

(1.4) p=-E—qgxB-1
~

where B = Bz. At steady state, we must solve the system of equations:
0=-FE, — Bj,— ==
(1.5) T
0=—E, +Bj, — &
; T

where §(t) = (¢z,q¢y) " and E = (E,, E,)" (note that we abuse notation and regard
two-vectors as three-vectors and vice versa where it is convenient). In matrix form,
this system becomes:

1

-1 _B\,
T =

In terms of the current density 7 we have:

py=FE
(1.7) 1/l B
P=a\-B 1

Inverting the left-hand side leads to:
j=0cFE

(1.8) _n (1 B
T ITip\B 1L

which shows that the effect of the magnetic field is to rotate the current relative
to the applied electric field. This is the classical Hall effect. The matrices o and
p =o' are known as the conductivity tensor and resistivity tensor, respectively.

Suppose now we perform the experiment on a sample which is finite in the =
and y directions and apply the electric field in the x direction. The effect of the
rotation is to cause electrons to flow in the positive y direction preferentially.
When these electrons reach the edge they become stuck there, leading to a potential
difference between the +y and —y sides of the sample known as the Hall voltage.
It is this voltage which was originally measured by Edwin Hall (1879).

The classical Hall effect is usually illustrated in a simple way by plotting the
top left p,, and top right p,, entries of the resistivity tensor p as functions of the
magnetic field strength B for fixed n and 7. As B increases, p;, remains constant
while p., increases linearly.

In 1980, the same experiment was performed by Von Klitzing with very cold
electrons, and the result disagreed dramatically with the classical theory. It was
found that as B is increased, the behavior of p;, is to increase like a staircase. The
behavior of p,, is to remain very small, except for delta function-like jumps at each
value of B where a new “step” of the staircase is started.

In the remainder of these notes I hope to explain how this kind of behavior can
occur, and what this phenomenon has to do with topology. The quantum Hall ef-
fect itself turns out to be quite tricky to explain in detail so I will instead focus on
what is known as the anomalous Hall effect and its quantum analog: the quantum
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anomalous Hall effect. The term anomalous in this context refers to the fact that
this effect occurs in the absence of a magnetic field. The materials which exhibit
this effect are known as “topological” or “Chern” insulators.

2. BLOCH THEORY, THE SEMICLASSICAL THEORY OF CONDUCTION, AND NAIVE
CLASSIFICATION OF MATERIALS AS CONDUCTORS AND INSULATORS

The classical description we discussed in the previous section is incapable of
explaining the quantum anomalous Hall effect. We need quantum mechanics.
Throughout this section we work in one spatial dimension to simplify calculations,
and then state the general result at the end.

We start by writing down the non-relativistic single-particle Schrédinger equa-
tion satisfied by the wavefunctions of the (independent) free electrons in a one
dimensional crystal (in appropriate units):

(2.1) Ty —%ag V().

All of the effect of the crystal structure is now bound up in the potential V'(z). By
assumption, V() is a periodic function:

(2.2) Viz+a)=V(x),

for some a > 0. Just as we did in the previous section, we assume that the
ends of the crystal are identified. This amounts to working in the Hilbert space
L2.,.([0, Na]) for some integer N > 0, where the space L2, differs from the standard
L? space only in that we assume periodicity of the wavefunction 1:

(2.3) $(0,t) = (Na,t).

It is convenient to write the standard inner product by the bra-ket notation as
follows:
Na

(2.4) (@ o) ooy = | PrCa(a) da

As usual, it is natural to seek energy eigenstates, which satisfy the time-independent
Schrédinger equation:

1
(2.5) HO®=pud H= —§a§¢ + V().

Since V() is assumed periodic, we have that H commutes with the operator which
shifts © — = + a and hence all solutions of (2.5 are quasi-periodic:

(2.6) O(z+a) = ZP(x)

for some possibly complex Z. Condition (2.6]), when combined with the periodicity
assumption ([2.3), is a very strong constraint. It implies that Z must satisfy:

(2.7) zN =1

which implies that the possible values of Z are the roots of unity:
2mm

(2.8) Z = e™* where k = o m=0,1,..,N — 1.
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We may therefore find all possible ® by considering the family of boundary value
problems on any single fundamental cell indexed by the parameter k:

1
— 020+ V(x)® = pd
(2.9) 50z (2)® =p

Oz + as k) = 1P (2 k).

For fixed values of k, the eigenvalue problem (2.9) is as nice as they come: it is
Sturm-Liouville. This means that there exist infinitely many values of p for which
solutions exist:

(2.10) p1(k) < pa(k) < ...

Varying k over the values (2.8]), we obtain sets of eigenvalues p;(k) which are
known as the bands of the potential V' (z). The spaces between bands are known as
gaps. The set of bands and gaps is known as the band structure of the crystal. The
parameter k which appears here is known as the crystal momentum. The associated
eigenfunctions ®,,(x; k) of are known as Bloch waves. When V(z) = 0, a little
calculation shows that the Bloch functions in this case are simply plane waves e**#%.

We now pause to consider the free electrons in a crystal in the absence of any
external fields. We have seen that there are precisely IV energy eigenstates in the
first band, one for each value of the crystal momentum k. Suppose now that for
each unit cell, there is one free electron. The ground state of these electrons, after
taking into account the Pauli exclusion principle and spin, is for precisely half of
the band to be filled with each state occupied with one electron with spin up and
one with spin down. We will see below that (at the level of approximation we will
work at) such a material is a metal, or conductor. If for each unit cell there are
two free electrons, then the ground state of the system will be to have every state
in the first band filled with two electrons. Such a material will turn out to be an
insulator.

To understand this classification, we need to consider in detail how electrons
move around the material in response to an applied electric field. Note that it is
not entirely obvious how to do this: what does it mean for an electron to travel
through the crystal when the electron wavefunction (given by the solution of
extended to the whole crystal) is extended throughout the entire material?

We pause to develop some notation and derive an important identity. Note that
the function (here we suppress the band index n since it is unimportant):

(2.11) x(z: k) == e * D (x; k)

is actually periodic with respect to x. A short calculation shows that x(z; k) satisfies
an eigenvalue problem which is equivalent to (2.9):

(2.12) % (k—id,)% x + V(2)x = px

x(@ +a) = x(@).

It is often much more convenient to work with Bloch waves in the form e™*®x(x; k)
rather than in the form ®(x; k), and we will usually do so in the remainder of these
notes.
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We derive an important identity by differentiating both sides of the eigenvalue
problem for y:

, 1 .
(2.13) (k= idn)x + 5 (k= i02)% O + V()0 x = (Opp)X + 10X

and then taking the inner product in L?([0,a]) with x and using self-adjointness:

(2.14) (XI (k= 102)X) 12 (0.a1) = Ot(k)-

To this end, we make two adjustments to the Schrodinger equation we considered
before. We add a new term, which describes the effect of an applied electric field:

(2.15) 0 = — 0% + V(W (52

here 6 > 0 denotes a small parameter: in the limit 6 — 0, the applied electric field
is weak. We then consider wave-packet initial conditions, which correspond to an
electron which is approximately, but not exactly, concentrated in a Bloch state with
crystal momentum ko:

(2.16) Yo(x) = ag(ex)e™* x (x; ko)

Here ap(z) is a function (known as the wave-packet envelope which decays as z —
oo, and € > 0 denotes another small parameter: in the limit ¢ — 0 the initial
condition reduces to a Bloch wave with crystal momentum ky. (Note that the
initial condition is not L?-normalized: normalizing just amounts to multiplying the
initial condition and solution by an overall factor of €!/2 so we ignore this). For
simplicity we now assume that 6 = e which yields:

00 = — 502+ V(@) + W (ex)o

Y(z,0) = ag(ex)e™®y(z; ko).
We finally re-scale x and t:

(2.18) X=ex, T=c¢et

(2.17)

to obtain (we abuse notation to write X as z etc.):
1
i€ = —3E0% +V (f) b+ W(a)
€

b(a0) = ao()e™* x (Tiko)

This scaling is often known as “semiclassical scaling” and turns out to be particu-
larly convenient when we consider the limit ¢ — 0. We will find that in this limit,
the solution retains wave-packet form for ¢ > 0, and the wave-packet center satisfies
an effective classical system. The idea of the semiclassical theory of conductivity
is to approximate the quantum mechanical evolution of electrons by this classical
system. This (crude) description turns out to be powerful enough to explain many
observed conductivity phenomena.

To build intuition, we first consider the case where the background potential due
to atomic cores and the external field are both zero. The problem reduces to:

(2.19)

1€0p) = —lezﬁglb
(2.20) 2
ikgx

P(x,0) = ag(x)e <
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In this case the solution is explicit via the Fourier transform, but we ignore this
since that approach doesn’t generalize to the general case. We instead inject the
“WKB” ansatz:

i(x.t)

(2.21) Y(x,t) =e ¢ A(xw,t),

which puts the problem into an equivalent form, upon dropping the overall expo-
nential factor, which is an equation for the functions A and ¢:

— O,0A + i A = %(ang)?A - ie%@i¢ — €Dy O, A — 62%8§A
(2.22)
[atqs + % (arqs)ﬂ A =ic {&A +(0:0)0, A + ;(65@14} +é BagA} .

Expanding the amplitude function A(z,t) in a perturbation series:

o0

(2.23) Az, t) =) €"A"(x,t),

n=0

leads to an infinite sequence of equations obtained by equating terms of each order
in e

[atm 5 (am)ﬂ A" =0

(2.24) {at¢+ % (&m)ﬂ Al — [atAo + (0:0)9, A° + %(55@140

We now impose the initial conditions:
(2.25) A%z,0) = ap(x) A"(2,0) =0 (n#0) ¢(x,0) = kox.

To satisfy the first equation, we must choose ¢ to satisfy the following initial value
problem:

06+ (0.6 =0
o(x,0) = kox.

This equation is known as the eikonal, and has the exact solution:

(2.26)

1
(2.27) d(z,t) = kox — §k§t.

The relationship between frequency w(k) = %kz and wavenumber k is known as the
dispersion relation. Substituting this expression into the next equation now yields

what is known as the transport equation:
A + kg0, A° =0
A%(z,0) = ag(x),

(2.28)

which has the exact solution:
(2.29) Az, t) = ag(z — kot).
Putting everything together we derive:

ikg

(2.30) P(z,t) =e"*

== 3kotl g (@ — kot) + O(e),
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from which two conclusions are clear: the phase of the wave-packet propagates with

velocity %ko (this is known as the phase velocity: in terms of the dispersion relation

w(k) it is “’Tk)), and the amplitude propagates with velocity kg (the group velocity:

in terms of the dispersion relation w(k) it is dxw(k)). Note that this description
is very much approximate; we have neglected dispersive (tendency of solutions of
Schrodinger equation to spread out) effects, which are important for ¢ ~ % and
would show up if we kept more terms in the perturbation series.

We now consider the case where the external field is zero: W (z) = 0 but the field
generated by the atomic cores is non-zero; indeed, it may be large! We consider:

iedtp = —%ezaﬁp TV (%) "

(2:31) T
o ¥(,0) = ao(e)e ™ x (Ziko )

ikx

where we assume that the associated eigenvalue p(k) of the Bloch function e« x (

€
is non-degenerate for all k € [0, 27’7] This time we inject a slightly more general
“WKB”-type ansatz:

ip(x,t)

(2.32) Y(xt)=e ¢ A(z,,t)

z=2
<

where the amplitude function now depends on the “fast” scale 7. We assume that
A is actually periodic in this variable, with period a. We then again expand the
amplitude function as a perturbation series:

(o]
(2.33) Az,z,t) =Y " A"(z, 1, ).

n=0

Collecting terms proportional to 1 this time yields:
1
(2.34) O + 5 (0xp — 2'32)2 + V(z)} A%z, z,t) = 0.

We solve this equation by taking:

Db+ 1(000) = 0
(2:35) 6(2,0) = koz

where p(k) is a Bloch function. This equation has the exact solution:

(2.36) d(z,t) = kox — pu(ko)t.

This puts the leading order equation into the form:
1
(2.37) 5 (ko — i0.)2 + V(2) — (ko) | A°(z,2,t) = 0.

Since we assumed A°(z,,t) is periodic in @ and that the band function p(k) is
non-degenerate, this equation has the unique solution:

(2.38) Az, z,t) = A%z, t)x(2; ko).

The as-yet unknown function flo(ac,t) will be specified at the next order.
Equating terms proportional to e yields:
(2.39)

% (ko —i0.)> + V(2) — ;L(ko)} Al(z,z,t) =i [atjlo(x,t)x(z; ko) + 0y A%(x, 1) (ko — i8.) X (2; ko)} .
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Note that this is an equation in z: = and t are simply parameters. It has a solution
if and only if the right-hand side is orthogonal (in the space L2([0,a])) to x(z; ko)
(this is the Fredholm alternative: it is easy to see this condition is necessary by
simply taking the inner product of both sides with x and using self-adjointness).
After using the identity this condition implies:

0, A + (O (ko)) 0, A° =0
A%(z,0) = ag(z)

which has the exact solution:

(2.41) Az, t) = ag (x — ppu(ko)t) .
Putting everything together, we find that:

(2.40)

_ oy
(2.42) P(x,t) =e o Jag (z — Oppu(ko)t) + O(e)
where again dispersive effects only appear at higher order in the expansion. The
phase and group velocities are now £ gzo) and Ok u(ko) respectively. This result can
be summarized as follows: the effect of adding the periodic “background” potential
V/(2) is to change the dispersion relation: $k2? — (k).

We now want to consider what happens when we add an external potential. Since
the method is similar but more complex when V'(z) # 0, we go through details only
for the case where the periodic potential is zero: V(z) = 0. We consider the model:

i€dpp = —%8331/) + W(x)y

ikgx

U(x,0) = ag(x)e = .
Injecting the “WKB”-type ansatz:
(2.44) P(x,t)=e

leads to:
(2.45)

0 + % (020)° + W(m)] A=ic [&A +(8:9)0, A + ;@%@A} +e E@iA] :

(2.43)

ip(x,t)

A(z,t)

Expanding the amplitude function A(z,t) in a perturbation series as usual:

o0

(2.46) Alw,t) = " A"(x,1),

n=0

leads to an infinite sequence of equations obtained by equating terms of each order
in e

|:8t¢ -~ % (0:0)" + W(fv)} AT=0
(2.47) {3@4‘ % (0:0)° + W(x)} Al = [&AO + (0:0)0:A° + %(5§¢)A0

We now impose the initial conditions:

(2.48) A%z,0) = ap(x) A"(2,0) =0 (n#0) ¢(x,0) = kox.
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To satisfy the first equation, we must choose ¢ to satisfy the following initial value
problem:

016+ 3 (0:0) + W (x) =0
o(x,0) = kox.

(2.49)

When W(z) # 0, the eikonal equation no longer has an explicit exact solution. Its
solution can be constructed by what is known as the method of characteristics.

Recall that when W (x) = 0, 9,¢ and 9;¢ corresponded to the wavenumber and
frequency of the solution; we therefore define d,¢ and 0;¢ now to be the local
wavenumber and local frequency, respectively.

The idea of the method is to find, at each z, a curve ¢(t;z) in space (known
as the characteristic) such that ¢(0;x) = 2 such that the solution evaluated along
those curves ¢(q(t;x),t) can be computed easily. Define k(t;z) to be the local
wavenumber along the curve ¢(t; z):

(2.50) k(t; ) == 0(q(t; 2), 1).

From the initial condition we see that:

(2.51) k(0; ) = K.

What makes the method work is that it turns out to be possible to choose the
curves ¢(t; x) in such a way that ¢(¢; x) and k(t; z) satisfy a closed system of ODEs.
To see how this can occur, consider that differentiating k(¢; ) with respect to ¢
gives:

(2.52) k(t:2) = q(t2)020(q(t, 7). 1) + 8i0:0(a(t: ). ),
On the other hand, differentiating (2.49) with respect to z yields, at each z and ¢:
(2.53) 0:0x + (0:0)(070) + W = 0.

Evaluating this identity on the characteristic gives:

(2.54) 002 8(q(t; x), 1) + k(t; 2)070(q(t; ), 1) + 0 W (q(t; 2)) = 0.
Substituting this identity into yields:

(2.55) k(t:2) = [§(tx) — k(t;2)] 926 (q(t,2),1) — 0. W (q(t; ).

We now see that if we want the system to close, we simply take ¢(¢; z) and k(t; z)
to satisfy the characteristic equations:

(2.56) G(t;x) = k(t;z) k(t;z) = —0,W(q(t; x)).

The idea then is the following. At each z, we solve the characteristic equations
(2.56]) subject to the initial conditions:

(2.57) q0;2) =z Ek(0;x) = ko.

This yields the value of d,¢ along the characteristic (it is equal to k(t;z)). To
compute the value of ¢ along the characteristic, it is necessary to do one more
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integration:
d(q(t; x),t) = 4t 2)k(t; x) + 0(q(t; ), 1)
(258) = (i m)h(t2) - (k(1:2)* ~ Wg(t2)
= § (k) ~ Wiq(t:2))
(2.59) = ¢(q(t;v),t) = kow + /Ot;(/f(f';%))2 - Wi(q(t';z))dt’,

which shows that the value of ¢(q(¢;x),t) is simply the classical action along the
characteristic.

Note that this method is a little “backwards”, though. To find the value of
¢(x,t) at some point X, T in spacetime, the method requires that we find the
characteristic ¢(¢; ) which passes through the point X at time 7"

(2.60) ¢(T;2) = X,

and then perform the integration (2.59). A natural question arises: can it be that
no characteristic, or more than one characteristic passes through the point X,T?
Unfortunately, the answer is yes. The question to be answered is:

(2.61) when is the change of variables x — ¢(¢; z) invertible?

Invertibility of this transform is measured by the quantity (this is just a Jacobian
in one dimension, in higher dimensions J(x,t) is defined through a determinant):

(2.62) J(t;x) = %q(t; x).

Since J(z,0) = % = 1, this quantity is initially non-zero for every x, but may equal
zero for ¢ > 0. A place where this occurs is known as a caustic, and to describe
the solution past the time of the first caustic is more involved than the method of
characteristics and beyond the scope of these notes.

So far we have seen that the characteristic equations yield information about
the phase of the solution. For example, in higher dimensions one finds that the
wavefronts (sets of constant phase) of the solution must lie perpendicular to char-
acteristics. In fact, the characteristic equations turn out to also characterize how
the wavepacket envelope propagates.

Pushing the expansion to the next order in €, we must solve the transport equa-

tion:

04 A° 4 (0,0)0, A° + %(aiqS)AO =0
AO($7O) = ap(x),

(2.63)

where ¢ is the solution of the eikonal equation. We recognize the first two terms of
the transport equation as expressing the derivative of A? along a characteristic:

D 49(g(t:2),1) = DA (q(t; 7). ) + k(t: 2)0s A (q(t; 7). )

(2.64) i
= 0, A% (q(t; ), 1) + D 0(q(t; ), 1) 0, A% (q(t; ), t)
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and hence we may re-write the transport equation as an ODE along a characteristic:

d 1

(2.65) LAt 2).1) = —5O20(alt0), ) A (gl ) ).

The right-hand side of this equation turns out to express the fact that the magnitude

of the wavepacket envelope changes with the density of characteristics as measured

by the size of the Jacobian J(¢;x). To see this, we note that along a characteristic:
d d o

(0.66) LU= S Laltn) = o kt) = ola(t ), 0.0 (50).

It now follows that:

d
267 < (T2 24 (s2),0) =0 = Ag(t2),1) = J(t:2) " ao(x),
which shows that the wavepacket envelope is simply transported along character-
istics. Where characteristics converge, the amplitude of the wave is large. Where
they diverge, the amplitude is small. Putting everything together we derive the
leading order behavior of the solution:

(2.68) D(a,t) = e A%z, 1) + Ofe),

where the functions ¢ and A° are defined along characteristics by and ,
respectively. Although the solution is no longer as explicit as when W = 0, the
dynamics are clear. The initial conditions (both wavefronts and envelope) are
transported along solutions of the characteristic equations (2.56[). In particular,
if the wavepacket is well localized in space then the motion of the wavepacket
center may actually be reasonably described by the characteristic through the initial
wavepacket center only. The fact that the dynamics of the Schrédinger equation
(2.43]) is controlled by the classical system in the limit € — 0 has lead to this
limit being known as the semiclassical limit.

We finally turn to the original model where both V' and W are non-zero:

i€y = —%e2a§w +V (D) v+ Wy

2.69 ¥(z,0) = ag(z)e * X(?k0>'

ikx

We again assume that the associated eigenvalue (k) of the Bloch function e« x (f, k:)
is non-degenerate for all k € [O, 27”] Injecting the multi-scale “WKB”-type ansatz:

(2.70) W, t) =T Az, t)], s

€

where we again assume that A is periodic with respect to z, with period a. This
leads to:

(2.71)
O+ % (0pp — 10.)? + V(2) + W(x)} A=ie [atA + (D5 — i0,)05 A + ;(a§¢)A] + e [;agA} .

We then again expand the amplitude function as a perturbation series:

(2.72) Az, x,t) = ie”A"(z,:c,t).

n=0
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Collecting terms proportional to 1 this time yields:
1
(2.73) 0+ 5 (Oa00 i0.)? +V(2) + W(z)| A°(z,z,t) = 0.

We solve this equation by first taking:

0+ 1(020) + W(z) =0

(2.74) 6(2,0) = kox

where p(k) is a Bloch function. This equation can be solved (until the time of
the first caustic) by the method of characteristics, where now the characteristic
equations take the form:

q(t; x) = Oppu(k(t; x)) k(t;x) = =9, W (q(t; 7))

(2.75) $(0:2) = k(0; ) = ko.

We again recover the phase function ¢(q(t;x),t) along each characteristic by inte-
grating the corresponding classical Lagrangian in this case:

t
(2.76) #(q(t;),t) = kox +/ k(t's 2)Oppu(k(t's2)) — p(k(t's2)) = W(g(t'sz)) dt’.
0
This puts the leading order equation into the form:
1
(2.77) [2 (Oxp — z'&z)2 +V(2) — w(0:0)| A%(z,2,t) = 0.

This equation now has the unique solution (taking into account non-degeneracy of
the band):

(2.78) A%z, x,t) = /Nlo(x, t)x(z; 0pp(x,t)).

Since we assumed A°(z,,t) is periodic in @ and that the band function p(k) is
non-degenerate, this equation has the unique solution:

(2.79) Az, x,t) = A%z, t)x(2; ko).

The as-yet unknown function A°(z,t) will be specified at the next order.
Equating terms proportional to e yields:

(2.80)
5006 = 0.7 + V() — 4(0.0)] '
- - 1 -
=1 {@AO(% )X (2:000) + 0o A° (2, 1) (020 — 002 ) X(2;020) + 5(5§¢)A0(9€, t)x(2; 020)
+ A%(2,)(01020) 0k X (23 020) + A (2,1)(070) (D — 10:) Ok x(2: 09) |
Note that this is an equation in z: x and ¢ are simply parameters. It has a solution
if and only if the right-hand side is orthogonal (in the space L2([0,a])) to x(z; ko)

(this is the Fredholm alternative: it is easy to see this condition is necessary by
simply taking the inner product of both sides with y and using self-adjointness).
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Via a series of manipulations of the Bloch eigenvalue problem, this condition can
be shown to imply:

DA+ (Dp(0:6))0. A0+ 3 (826) (GRn(0.0) A°
(2.81) + 0,026 (x| Ok x) A° + (0r0(0:9))(926) (x| Drx) A® = 0
Ao(m,O) = ap(x),

where (|) denotes the L2([0, a]) inner product. Differentiating the eikonal equation
(2.74) with respect to x yields the identity:

(2.82) 0005+ (020) Ok 00 ) = —0u W (2),
which allows us to put the transport equation into the form:
- - 1 - -
O A” + (Ok11(0:0)) 0 A” + 5(0;6)(Fera(926)A” = 0 W (x| 9hx) A® = 0
A%(z,0) = ag(z).

Each of the terms in has a similar origin and interpretation to terms which
appeared in the V = 0 transport equation. The final term has no analog, however.
This term turns out to contribute a phase shift. After some re-arranging, the
solution of along a characteristic ¢(¢; x) is:

(2.83)

(284) Ag(t:2), ) = J(t2) 25 ) g a),
where:
(2.85) op(t;T) ::/0 <X(-;k(t’;x))i({iﬂx(-;k(t’;m))> dt'.

That ¢p(t;x) is real and hence that this term genuinely constitutes a phase shift
follows immediately from normalization of x:

xIx)=1= %<X|X>=0 = <ix’x>+<x|ix>=0

thX = thX XZth = detX

This phase shift is known as the Berry phase associated with the path k(t;z)
through the Brillouin zone. Remarkably, it is a purely geometric quantity. Changing
variables in the integral reveals this:

(2.86)

k(t;z)
(2.87) on(tie)i= [ (Blivh) dk

ko

The idea of the semiclassical theory of conduction is to model free electrons
in a material as classical point particles moving according to the characteristic
equations (2.75)). In three dimensions, this means that to model free electrons in a
material we should replace the usual classical equations of motion of an electron in
free space:
(2.88) g=p, p=-E-gxB
by:
(2.89) q=Vuk), k=-E—qxB,
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where k now represents the crystal momentum of the free electron, and (k) rep-
resents the band function of the band the electron occupies.

We now return to our earlier classification of conductors and insulators as ma-
terials such that Bloch bands remain partly filled or fully filled with electrons,
respectively. The reason for this classification can now be explained. In a con-
ductor, in response to an applied electric field, the crystal momenta of electrons
changes through the second of the semiclassical equations . The result is an
asymmetry within the band: now more electrons occupy states where Vyu points
in the direction of the applied field as occupy states where Vp points in the op-
posite direction. The result is a net flow of charge in the direction Vu. In an
insulator, such an asymmetry cannot occur: the motion of any electrons moving to
occupy states where Vu points in the direction of the applied field are immediately
cancelled by electrons which must, by the Pauli exclusion principle, occupy states
where Vi points in the opposite direction. To see this in more detail, consider that
we may integrate ¢ over the Brillouin zone to obtain:

(2.90) ///«wmdbﬂgz///vmmMMMﬂ@.

Closer inspection shows that every component of this vector is zero because p must
take the same value at opposite side of the Brillouin zone.

In the term topological insulator, the term insulator refers to the fact that such
materials, via the predictions of a naive semiclassical theory of conduction, ought
to be insulators. In reality, charge can flow in such materials in a quite subtle way.

3. CORRECTION TO SEMICLASSICAL THEORY OF CONDUCTION DUE TO BERRY’S
PHASE AND APPEARANCE OF CHERN NUMBER AS “ANOMALOUS”
CONDUCTIVITY OF A FILLED BAND

As it turns out, the analysis given in the previous section is subtly wrong. It is
wrong because we have neglected a dynamical effect of the Berry phase , which
can shift the wave fronts of a wave-packet in a non-trivial way in more than one
spatial dimension. Specifically (deriving this is a little involved, so we omit this),
the semiclassical equations of motion should be corrected by an additional
velocity term (leading to so-called corrected semiclassical equations of motion for
free electrons in a material):

(3.1) qG=Vuk)+kxFk), k=—-E—qgxB,
where F (k) is the Berry curvature:

(3.2) F(k):=V x A(k)

and A(k) is the Berry connection associated with the band p(k):
(3.3) A(k) = (X(5B) VX (5 K)) -

Crucially, with the additional term, it is no longer the case that a filled band cannot
carry any net current.

For example, suppose we have a two-dimensional material confined to the x-
y plane. The Berry curvature now only has a single non-zero component, which
points “out” of the material:

(3.9 )= (

0k Oks

A, OA > i
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Suppose we now turn on an electric field pointing in the x direction, so that:

(3.5) E=F,i — p=—F,1.

Substituting these expressions and integrating over the Brillouin zone gives:
0A 0A; 4

3.6 E, 2 — L) dky dkej.

(3.6) / /BZ< ok Ok ) L

If the integral is non-zero, we see that just like in the classical Hall effect the material
may exhibit a transverse conductivity in response to an applied electric field. This
effect is known as the quantum anomalous Hall effect. Via Stokes’ theorem, we see
that:

0A,; 0A, )
3.7 2 L) dk; dks = A(k) - dk
(37) //BZ( Ok Oko P OBZ (k)

which is nothing but the Berry phase of a particle transported along the boundary
of the Brillouin zone. Naively, we would expect this to be zero: by identifying edges
of the Brillouin zone we this loop is equivalent to a point. On reflection, we see
that it is possible for the integral over the Brillouin zone to be non-zero without
contradiction (i.e. giving the same result for the Berry phase associated to the
closed loop) if and only if:

OAg, O0Ag,
. — =2 7.
(3.8) //BZ< ok, Oy ) dkq dkg ™n m €

The integer appearing on the right-hand side of this equation is known as the Chern
number. This result would not be interesting if it was always the case that m = 0.
This is not the case but materials which exhibit a quantum anomalous Hall effect
are quite special: they must break time-reversal symmetry.

We say that a material respects time-reversal symmetry if:

(3.9) x(x; —k) = x(x; k)
for all £k € BZ. A short calculation shows that if time-reversal symmetry holds,
then:

(3.10) DA, O A, (_k)} o [8Ak2 0Ay

Ok, (=k) - ks ok, (k) ks (k)

for all k& € BZ. It follows from this identity (after perhaps translating by reciprocal
lattice vectors) that the Chern number is zero for such materials. In the remaining
talks we will discuss the Haldane model, which describes a hypothetical material
whose lowest band can exhibit a non-zero Chern number and thus the quantum
anomalous Hall effect.

4. THE HALDANE MODEL

The Haldane model is a model of a hypothetical two-dimensional material. Be-
fore talking about the Haldane model it is necessary to introduce what is meant by
a tight-binding model. Suppose we want to solve the time-independent Schrodinger
equation satisfied by free electrons in a two-dimensional crystalline material:

1
(4.1) Hy =y H:*§A+V(£E)
where V() is assumed periodic with respect to some lattice A:
(4.2) Yo e A, V(z +v) =V(x).
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We assume that A is generated by vectors vy and vs so that:
(4.3) vEAN <= v=nv; +ngvy (n1,n2) € Z2.
Let V,(x) denote the potential generated by any single atom, so that:
(4.4) V)= Va@—v)= > Va(@—nv1 —ngvy).
veEA (n1,n2)€Z2

One way to go about solving (4.1)) is as follows. We start by solving for the atomic

orbitals, which are the eigenfunctions of the one-atom Schrédinger equation:

1
(45) Ha¢a = Ea¢a Ha = *iA + Va(.’B),
labelled ¢ 1(x), g 2(x), ..., with associated energies E, 1, FEq2,.... We can then

attempt to solve (4.1) approximately by making the ansatz:

N
(4.6) Y(x) = Z Z%,nl,nz%,j(w — 1Yy — N2vs),

(n1,m2)€Z? j=1

where ¥, n, are complex numbers to be found, and N is the number of orbitals we
are chosing to include. Obviously if we require a more accurate approximation we
can take N larger. Substituting this expression into (4.1)) and projecting onto each
orbital gives a system of equations for the numbers 1 », n,. Finally, assuming that
each atomic orbital is well-localized at its atomic site (this is justified whenever
the atomic wells are deep), we can approximately solve this system by dropping
terms which describe interactions between far away sites. In this way we obtain a
significant simplification of the original model , which often contains enough
of the features of as to be useful. This is the idea of the tight-binding approx-
imation and of a tight-binding model.

Free electrons in graphene are often modeled by the following tight-binding
Hamiltonian:

B B B
A T U Y
4.7 H o = m—1n m,n—1 m.n |
( ) ( w) ’ < 71?1+1,n+1/};741,n+1 +wﬁz,n)
Here:
A
) b= ()

denotes the wavefunction restricted to the m,nth cell which hosts two atoms. We
assume for simplicity that the sample has no edges and hence (m,n) € Z2. Since
the Hamiltonian is invariant under translations m — m + 1 and n — n + 1 we can
assume without loss of generality that all eigenfunctions of H are k-periodic:

(49) ¢m+1,n = eiklw'm,n ¢m,n+1 - eikQ ¢m,n for all (mv n) S ZZ'

Substituting this into the eigenvalue equation H® = E® yields a 2 X 2 matrix
problem for ®¢ o which we denote by x(k1, k2):

H k1, k2)x(k1, ko) = E(k1, k2)x(k1, k2)

0 1 _|_e—ik1 + e—ikQ
H(ky, k2) = <1 4 ik 4 gike 0
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where k1, ke € [—7,7]. Solving this problem as k; and ko vary over the Brillouin
zone yields two Bloch band functions:

(4.10) E* (ki ko) = £[f(k1, k)| f(Ri, ko) =147 o7,

Since:
cos Iy cos Iy
3) 3 )

1
2
(2 ) o V3
sm| —|=—sm|{—— | =—,
3 3 2

the bands touch at two points:

3 3 373

At these points the Hamiltonian reduces to a 2 x 2 matrix operator whose entries
are all 0, hence the degenerate eigenspace is spanned by:

(4.11) i = (é) Yo = (g) .

The fact that the bands are degenerate at these points is not accidental; the Hamil-
tonian has a lot of symmetry.
First note that:

(4.12) o1H (k1, ko) = H(—k1, —k2)oy

where:

(4.13) oy = (g’ é) .

Now let ®(k1, ko) denote an eigenfunction of H(kq, ke):

(4.14) H(ky, ko) ®(k1,k2) = E(k1, k2)®(k1, ko).
Multiplying on the left by o1 and then using gives:

(4.15) H(—Fky,—k2)o1®(k1, ko) = E(k1, ka)o1P(kq, k2)
which shows that:

(4.16) E(—ky,—ko) = E(k1,ka) O(—k1,—ko) = 01P(ky, k2).

This symmetry is known as parity symmetry.
The other symmetry is as follows. Note that:

(4.17) H(ky, ko) = H(—ky1, —k2).

Acting by this symmetry on (4.14) gives:

(4.18) H(—ky, —ko)®(k1, ko) = E(k1, ka2)P(k1, k2)
which shows that:

(4.19) E(—ky, —ko) = E(k1,ko) ®(—k1, —ko) = ®(ky, k2).

This symmetry is known as time-reversal symmetry.
Combining both symmetries shows that whenever ®(kq,ks) is an eigenvector
with eigenvalue E(kq, ko),

(420) H(kl, kg)()’lcb(k‘l, kz) = E(kl, kg)(flq)(kl, ]{32),
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and hence so is 01®(ky, ka). This is known as parity-time symmetry. Notice that
when we multiply x1 (in ) by o1 and take the complex conjugate we are left
with yo. We can therefore view the degenerate modes as being “linked” by parity-
time symmetry: as long as xi is an eigenstate at K, so is x2, as long as parity-time
symmetry is unbroken.

To study the local behavior of the Bloch bands, we linearize in k. Doing this
about any point x in the Brillouin zone yields:
(4.21)

H(r+k) ~ (

0 14 e i1 — 2‘12:167""”"1 + e~z ii@e’i“?
1+ e 4 jkyettt + eth2 4 jkyeth2 0 )

Evaluating at k = K gives:

= ( 0 7i];167i2% — Z'];ZQGiz;)

.7 ;2m .7 _j2m
tk1e'3 +ikqe "3 0

. e F\ 2 (0 il
=k e k S
! <ie’23 0 ) i (ielzs 0 >

(4.22)

= ? (1}2 —1%1) o1+ = (/ﬁ +k2> o2.

Hence in the new variables:

(4.23) ki = ? (1%2 -~ 1%1) , k= % (1%1 + 122)
the Hamiltonian near to the Dirac point is:

(4.24) kio1 + kboa,

where:

(4.25) o1 = <(1’ é) a3 = (_OZ é) :

The Bloch bands are locally conical:
(4.26) E* (i, ky) = £/ (k1)? + (k).

In graphene the Fermi level lies at 0, leading to graphene being known as a semimetal:
the Fermi level does not lie in a gap (so it is not an insulator) very few electrons are
available to participate in conduction: only those precisely with energy 0 (hence
it does not behave as a metal). The effective dynamics of an electron with energy
at the Fermi level are given by an effective massless Dirac equation (compare with
what we derived in Section :

(4.27)

(@ Gn) = (i Diciag V) (@6

It is this remarkable fact which gives rise to many of graphene’s properties as a
material.

To obtain an insulator, we have to force a gap between the Bloch bands. We
can do this by breaking either parity or time-reversal symmetry by adding terms
to the Hamiltonian. It is simplest to break parity symmetry by adding differing
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“onsite” potentials V4 and VB on every A site and every B site. For simplicity,
we add potentials on either site whose sign is opposite so that VB = —VA. The
Hamiltonian of such a structure (rather than graphene, this Hamiltonian models
another 2d material known as Hexagonal Boron Nitride) is then:

VAYA B YR+l )
428 H moan = m,n m—1,n m,n—1 m.n 7
( ) ( /(/)) ' (_VAwfr}L,n + 'réL—i—l,n + ¢m,n+1 + ¢mm

which leads to the Bloch Hamiltonian:

VA 1 + e—ik‘l + e—’ikQ)

(4.29) H(ki, k) = (1 + eik1 4 eike _yA

We assume that to detect a gap it is enough to check that a gap opens at the Dirac
points. The linearized Hamiltonian at K is now:

m ki + ik
(4:30) (kg Sk —m )

with m = VA known as the effective mass and the local behavior of the Bloch
bands indeed shows a gap:

(4.31) E* (K], k) = 2/ (k)2 + (k)2 + m2.

The effective dynamics of the Bloch electrons at the Dirac point is now a Dirac
equation with mass m = V4. Note that this insulator cannot exhibit a non-zero
Chern number (and hence quantized transverse conductivity) because it retains
time-reversal symmetry. It is interesting to verify this by direct calculation. A
somewhat involved calculation working from shows that the Berry curvature
associated to the lower band is locally a monopole at the Dirac point in k-space:

aAkz . 8Ak1 o m

(4.32) Ok Oky  2((K))? 4 (Rp)? + m2)PE

Integrating this over a ball in k-space using polar co-ordinates shows that the “local”
contribution of the Dirac point to the Chern number is %sign(m). To get an integer,
we sum the contributions from the two Dirac points.
At the other Dirac point the local Hamiltonian turns out to be, using the same
local co-ordinates as before:
oy m —kll + Zké
(4.33) H(ky, ky) = (_k,l ik, . ) .

Because of the change in sign of k7, the same calculation as before yields that the
local contribution to the Chern number is actually —1sign(m), and hence the Chern
number is zero in this case as expected.

We have already seen that to produce a non-zero Chern number it is necessary
to break time-reversal symmetry. We now have a more precise necessary condition:
we must produce a Hamiltonian such that the effective mass at each Dirac point
has opposite sign. The Haldane Hamiltonian achieves this for certain parameter
ranges by adding complex hopping terms between next-nearest neighbor hopping
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to the Hamiltonian as follows:

(4.34)
B B B A, A

_ m—1,n + wm,n—l + ’lpm,n Vv wm, n
(H’(/))mm N ( m—+1,n + ¢7¢L,n+1 + wrl?l,n * _VA/(/}E,H

Lt (6#( %,nJrl + 1/’%71,71 + Q/J%Jrl,nq) + @_Z:(b( %¢n71 + w§1+1,n + ¢£L1,n+1)) .
e’“ﬁ( m,n—1 + wm+1,n + wm—l,n—&-l) + eiw)( m,n+1 + wm—l,n + wm+1,n—1)

Here ¢’ is a real number which determines the amplitude of the complex hopping.
Linearizing around K gives, after changing variables just as before:

(4.35)
oy (Ve p(hig) v b
H( 17k2) = / 7./ A 'et L 3
K — ik} —VA L tet? [3 (_5 _27)] Tec
(VA= 3t/(v/3sin 6 + cos ¢) k4 ik
k) — ik} —VA +3t' (V3sing — cos ¢)
VA — 33t sing kY + ik}
= (— ! S I ' ;
(=3t" cos p)I + ( K — ik _ (VA — 3v/3t' sin qb)

so that the effective mass at K is V4 — 3v/3t' sin ¢. Linearizing around K’ gives:
(4.36)

(v (i) e
H (k) k) = P A i 14 V3
—ky — ks —VA+ie? [3 (75 + ZT)] Fec
_ (VA4 3¢(V3sing — cos ) Ky + ik
= — K, + ik —VA -3t (\/gsinqurCOSfﬁ)
VA +3V3t sing —k} + ik
= (— ! I ' /
(—3t' cos @) +( — K+ ik — (VA +3V3t sin )

so that the effective mass at K’ is VA + 3v/3t/sin¢. We see that the effective
mass flips sign at each Dirac point (and hence both bands acquire non-zero Chern
numbers) if and only if V4 +3v/3sin ¢ and V4 — 3v/3 sin ¢ have opposite signs, i.e.
as long as:

(4.37) 3V3|t||sin | > [VA.

This inequality can be understood intuitively as follows. A non-zero V4 leads to
breaking of “parity” symmetry. Non-zero t’ and ¢ # 0 or 7 lead to breaking of
“time-reversal” symmetry. The bands acquire a non-zero Chern number as long as
the magnitude of the time-reversal symmetry-breaking perturbation is sufficiently
large relative to the magnitude of the parity symmetry-breaking perturbation. The
fact that the model can be tuned in such a way that bands can acquire both zero
(non-topological phase) and non-zero (topological phase) Chern numbers is one
feature which has caused the Haldane model to be widely studied as a toy model
of a topological insulator.
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